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#### Abstract

In this paper, we are concerned with the existence of symmetric positive solutions for second-order differential equations. Under suitable conditions, the existence of symmetric positive solutions are established by using Krasnoselskii's fixed-point theorems.


## 1. Introduction

Most of the recent results on the positive solutions are concerned with single equation and simple boundary condition (see [1, 2, 23, 4, 5]). As far as the author knows, there are few results on the symmetric positive solutions. It should be mentioned that Sun [6] discussed the following boundary value problem:

$$
\begin{align*}
& u^{\prime \prime}(t)+a(t) f(t, u(t))=0,0<t<1 \\
& u(0)=u(1-t), u^{\prime}(0)-u^{\prime}(1)=u\left(\frac{1}{2}\right) \tag{1.1}
\end{align*}
$$

by using Krasnoselskii's fixed-point theorems, the existence of symmetric positive solutions is shown under certain conditions on $f$. Yang and Sun [7]

[^0]considered the boundary value problem of differential equations
\[

$$
\begin{align*}
& -u^{\prime \prime}(x)=f(x, v), \\
& -v^{\prime \prime}(x)=g(x, u),  \tag{1.2}\\
& u(0)=u(1)=0, \\
& v(0)=v(1)=0
\end{align*}
$$
\]

using the degree theory, the existence of a positive solution of (1.2) is established. Motivated by the work of [6] and [7], we concern with the existence of symmetric positive solutions of the boundary value problems.

$$
\begin{gather*}
-u^{\prime \prime}(t)=f(t, v) \\
-v^{\prime \prime}(t)=g(t, u) \\
u(t)=u(1-t), \alpha u^{\prime}(0)-\beta u^{\prime}(1)=\gamma u\left(\frac{1}{2}\right),  \tag{1.3}\\
v(t)=v(1-t), \alpha v^{\prime}(0)-\beta v^{\prime}(1)=\gamma v\left(\frac{1}{2}\right),
\end{gather*}
$$

where $f, g:[0,1] \times R^{+} \rightarrow R^{+}$are continuous, both $f(\cdot, u)$ and $g(\cdot, u)$ are symmetric on $[0,1], f(x, 0) \equiv 0, g(x, 0) \equiv 0,|\beta-\alpha| \leq\left|\frac{\gamma}{2}\right|, \beta+\alpha \geq 2 \gamma$, $\alpha, \beta \geq 0, \gamma \neq 0$. The arguments for establishing the symmetric positive solutions of (1.3) involve properties of the functions in Lemma 2.5 that play a key role in defining certain cones. A fixed point theorem due to Krasnoselskii is applied to yield the existence of symmetric positive solutions of (1.3).

This paper contains three sections besides the Introduction. In Section 2, we present some necessary definitions and preliminary lemmas that will be used to prove our main results. In Section 3, we discuss the existence of at least one and at least two symmetric positive solutions for BVP (1.3). Finally, we give some examples to illustrate our results in Section 4.

## 2. Preliminaries

In this section, we present some necessary definitions and preliminary lemmas that will be used in the proof of the results.

Definition 2.1. Let $E$ be a real Banach space. A nonempty closed set $P \subset E$ is called a cone of $E$ if it satisfies the following conditions:
(1) $x \in P, \lambda>0$ implies $\lambda x \in P$;
(2) $x \in P,-x \in P$ implies $x=0$.

Definition 2.2. The function $u$ is said to be concave on $[0,1]$ if $u\left(r t_{1}+(1-\right.$ $\left.r) t_{2}\right) \geq r u\left(t_{1}\right)+(1-r) u\left(t_{2}\right), r, t_{1}, t_{2} \in[0,1]$.

Definition 2.3. The function $u$ is said to be symmetric on $[0,1]$ if $u(t)=$ $u(1-t), t \in[0,1]$.

Definition 2.4. The function $(u, v)$ is called a symmetric positive solution of the BVP (1.3) if $u$ and $v$ are symmetric and positive on [ 0,1 , and satisfy the BVP (1.3).

We shall consider the real Banach space $C[0,1]$, equipped with norm \| $u \|=\max _{0 \leq t \leq 1}|u(t)|$. Denote $C^{+}[0,1]=\{u \in C[0,1]: u(t) \geq 0, t \in[0,1]\}$.

Lemma 2.5. Let $y \in C[0,1]$ be symmetric on $[0,1]$, then the three-point BVP

$$
\begin{gather*}
u^{\prime \prime}(t)+y(t)=0,0<t<1 \\
u(t)=u(1-t), \alpha u^{\prime}(0)-\beta u^{\prime}(1)=\gamma u\left(\frac{1}{2}\right), \tag{2.1}
\end{gather*}
$$

has a unique symmetric solution $u(t)=\int_{0}^{1} G(t, s) y(s) d s$, where $G(t, s)=$ $G_{1}(t, s)+G_{2}(s)$, here

$$
\begin{aligned}
G_{1}(t, s) & = \begin{cases}t(1-s), & 0 \leq t \leq s \leq 1 \\
s(1-t), & 0 \leq s \leq t \leq 1\end{cases} \\
G_{2}(s) & =\left\{\begin{aligned}
\left(\frac{1}{2}-s\right)-\frac{1}{2}(1-s)+\frac{(\alpha-\beta)(1-s)}{\gamma}+\frac{\beta}{\gamma}, & 0 \leq s \leq \frac{1}{2} \\
-\frac{1}{2}(1-s)+\frac{(\alpha-\beta)(1-s)}{\gamma}+\frac{\beta}{\gamma}, & \frac{1}{2} \leq s \leq 1
\end{aligned}\right.
\end{aligned}
$$

Proof. From (2.1), we have $u^{\prime \prime}(t)=-y(t)$. For $t \in[0,1]$, integrating from 0 to $t$ we get

$$
\begin{equation*}
u^{\prime}(t)=-\int_{0}^{t} y(s) d s+A_{1} \tag{2.2}
\end{equation*}
$$

since $u^{\prime}(t)=-u^{\prime}(1-t)$, we can find that

$$
-\int_{0}^{t} y(s) d s+A_{1}=-\int_{0}^{1-t} y(s) d s-A_{1}
$$

which leads to

$$
\begin{aligned}
A_{1} & =\frac{1}{2} \int_{0}^{t} y(s) d s-\frac{1}{2} \int_{0}^{1-t} y(s) d s=\frac{1}{2} \int_{0}^{t} y(s) d s+\frac{1}{2} \int_{0}^{1-t} y(1-s) d(1-s) \\
& =\frac{1}{2} \int_{0}^{t} y(s) d s+\frac{1}{2} \int_{t}^{1} y(s) d s=\frac{1}{2} \int_{0}^{1} y(s) d s=\int_{0}^{1}(1-s) y(s) d s
\end{aligned}
$$

Integrating again we obtain

$$
u(t)=-\int_{0}^{t}(t-s) y(s) d s+t \int_{0}^{1}(1-s) y(s) d s+A_{2}
$$

From (2.1) and (2.2) we have

$$
(\alpha-\beta) A_{1}+\beta \int_{0}^{1} y(s) d s=\gamma\left(-\int_{0}^{\frac{1}{2}}\left(\frac{1}{2}-s\right) d s+\frac{1}{2} \int_{0}^{1}(1-s) y(s) d s+A_{2}\right)
$$

Thus

$$
\begin{aligned}
A_{2}= & \int_{0}^{\frac{1}{2}}\left[\left(\frac{1}{2}-s\right)+\frac{\alpha-\beta}{\gamma}(1-s)+\frac{\beta}{\gamma}-\frac{1}{2}(1-s)\right] y(s) d s \\
& +\int_{\frac{1}{2}}^{1}\left[\frac{\alpha-\beta}{\gamma}(1-s)+\frac{\beta}{\gamma}-\frac{1}{2}(1-s)\right] y(s) d s
\end{aligned}
$$

From above we can obtain the BVP (2.1) has a unique symmetric solution

$$
\begin{aligned}
u(t)= & -\int_{0}^{t}(t-s) y(s) d s+t \int_{0}^{1}(1-s) y(s) d s \\
& +\int_{0}^{\frac{1}{2}}\left[\left(\frac{1}{2}-s\right)+\frac{\alpha-\beta}{\gamma}(1-s)+\frac{\beta}{\gamma}-\frac{1}{2}(1-s)\right] y(s) d s \\
& +\int_{\frac{1}{2}}^{1}\left[\frac{\alpha-\beta}{\gamma}(1-s)+\frac{\beta}{\gamma}-\frac{1}{2}(1-s)\right] y(s) d s \\
= & \int_{0}^{1} G_{1}(t, s) y(s) d s+\int_{0}^{1} G_{2}(s) y(s) d s \\
= & \int_{0}^{1}\left[G_{1}(t, s)+G_{2}(s)\right] y(s) d s
\end{aligned}
$$

This completes the proof.
Lemma 2.6. The function $G(t, s)$ satisfies $\frac{3}{4} G(s, s) \leq G(t, s) \leq G(s, s)$ for $t, s \in[0,1]$ if $\alpha, \beta, \gamma$ are defined in (1.3).

Proof. For any $t \in[0,1]$ and $s \in\left[0, \frac{1}{2}\right]$, we have

$$
\begin{aligned}
G(t, s)= & G_{1}(t, s)+G_{2}(s) \geq G_{2}(s)=\frac{1}{4} G_{2}(s)+\frac{3}{4} G_{2}(s) \\
= & \frac{1}{4}\left[\left(\frac{1}{2}-s\right)+\frac{\alpha-\beta}{\gamma}(1-s)+\frac{\beta}{\gamma}-\frac{1}{2}(1-s)\right] \\
& +\frac{3}{4}\left[\left(\frac{1}{2}-s\right)+\frac{\alpha-\beta}{\gamma}(1-s)+\frac{\beta}{\gamma}-\frac{1}{2}(1-s)\right] \\
\geq & s(1-s) G_{2}(s)+\frac{3}{4} G_{2}(s) .
\end{aligned}
$$

Note that $|\beta-\alpha| \leq\left|\frac{\gamma}{2}\right|, \alpha+\beta \geq 2 \gamma, \gamma \neq 0$, we obtain $G_{2}(s) \geq \frac{3}{4}$. Thus $G(t, s) \geq \frac{3}{4}\left[G_{1}(s, s)+G_{2}(s)\right]=\frac{3}{4} G(s, s)$. As in the same way we can conclude $G(t, s) \geq \frac{3}{4} G(s, s)$ for any $t \in[0,1]$ and $s \in\left[\frac{1}{2}, 1\right]$. It is obvious that $G(s, s) \geq G(t, s)$ for $t, s \in[0,1]$. The proof is complete.

Lemma 2.7. Let $y \in C^{+}[0,1]$, then the unique symmetric solution $u(t)$ of the $B V P(1.3)$ is nonnegative on $[0,1]$.

Proof. Let $y \in C^{+}[0,1]$. From the fact that $u^{\prime \prime}(t)=-y(t) \leq 0, t \in[0,1]$, we know that the graph of $u(t)$ is concave on $[0,1]$. From (2.1). We have that

$$
\begin{aligned}
u(0)=u(1)= & \int_{0}^{\frac{1}{2}}\left[\left(\frac{1}{2}-s\right)+\frac{\alpha-\beta}{\gamma}(1-s)+\frac{\beta}{\gamma}-\frac{1}{2}(1-s)\right] y(s) d s \\
& +\int_{\frac{1}{2}}^{1}\left[\frac{\alpha-\beta}{\gamma}(1-s)+\frac{\beta}{\gamma}-\frac{1}{2}(1-s)\right] y(s) d s \geq 0
\end{aligned}
$$

Note that $u(t)$ is concave, thus $u(t) \geq 0$ for $t \in[0,1]$. This completes the proof.

Lemma 2.8. Let $y \in C^{+}[0,1]$, then the unique symmetric solution $u(t)$ of BVP (1.3) satisfies

$$
\begin{equation*}
\min _{t \in[0,1]} u(t) \geq \frac{3}{4}\|u\| . \tag{2.3}
\end{equation*}
$$

Proof. For any $t \in[0,1]$, on the one hand, from lemma 2.6 we have that $u(t)=\int_{0}^{1} G(t, s) y(s) d s \leq \int_{0}^{1} G(s, s) y(s) d s$. Therefore,

$$
\begin{equation*}
\|u\| \leq \int_{0}^{1} G(s, s) y(s) d s \tag{2.4}
\end{equation*}
$$

On the other hand, for any $t \in[0,1]$, from lemma 2.6 we obtain that

$$
\begin{equation*}
u(t)=\int_{0}^{1} G(t, s) y(s) d s \geq \frac{3}{4} \int_{0}^{1} G(s, s) y(s) d s \geq \frac{3}{4}\|u\| \tag{2.5}
\end{equation*}
$$

From (2.5) and (2.4) we find that (2.3) holds.
Obviously, $(u, v) \in C^{2}[0,1] \times C^{2}[0,1]$ is the solution of (1.3) if and only if $(u, v) \in C[0,1] \times C[0,1]$ is the solution of integral equations

$$
\left\{\begin{array}{l}
u(t)=\int_{0}^{1} G(t, s) f(s, v(s)) d s  \tag{2.6}\\
v(t)=\int_{0}^{1} G(t, s) g(s, u(s)) d s
\end{array}\right.
$$

Integral equations (2.6) can be transferred to the nonlinear integral equation

$$
\begin{equation*}
u(t)=\int_{0}^{1} G(t, s) f\left(s, \int_{0}^{1} G(s, \xi) g(\xi, u(\xi)) d \xi\right) d s \tag{2.7}
\end{equation*}
$$

Define an integral operator $A: C \rightarrow C$ by

$$
\begin{equation*}
A u(t)=\int_{0}^{1} G(t, s) f\left(s, \int_{0}^{1} G(s, \xi) g(\xi, u(\xi)) d \xi\right) d s \tag{2.8}
\end{equation*}
$$

It is easy to see that the BVP (1.3) has a solution $u=u(t)$ if and only if $u$ is a fixed point of the operator $A$ defined by (2.8).

Let $P=\left\{u \in C^{+}[0,1]: u(t)\right.$ is symmetric, concave on $[0,1]$ and $\min _{0 \leq t \leq 1} u(t)$ $\left.\geq \frac{3}{4}\|u\|\right\}$. It is obvious that $P$ is a positive cone in $C[0,1]$.

Lemma 2.9. If the operator $A$ is defined as in (2.8), then $A: P \rightarrow P$ is completely continuous.

Proof. It is obvious that $A u$ is symmetric on $[0,1]$. Note that $(A u)^{\prime \prime}(t)-$ $f(t, v(t)) \leq 0$, so we have that $A u$ is concave. Thus from lemma 2.6 and non-negativity of $f$ and $g$,

$$
\begin{aligned}
A u(t) & =\int_{0}^{1} G(t, s) f\left(s, \int_{0}^{1} G(s, \xi) g(\xi, u(\xi)) d \xi\right) d s \\
& \leq \int_{0}^{1} G(s, s) f\left(s, \int_{0}^{1} G(s, \xi) g(\xi, u(\xi)) d \xi\right) d s
\end{aligned}
$$

then

$$
\|A u\| \leq \int_{0}^{1} G(s, s) f\left(s, \int_{0}^{1} G(s, \xi) g(\xi, u(\xi)) d \xi\right) d s
$$

On the other hand,

$$
A u \geq \frac{3}{4} \int_{0}^{1} G(s, s) f\left(s, \int_{0}^{1} G(s, \xi) g(\xi, u(\xi)) d \xi\right) d s \geq \frac{3}{4}\|A u\|
$$

Thus, $A(P) \subset P$. Since $G(t, s), f(t, u)$ and $g(t, u)$ are continuous, it is easy to see that $A: P \rightarrow P$ is completely continuous. The proof is complete.

Lemma 2.10 (see [8]). Let $E$ be a Banach space and $P \subset E$ is a cone in $E$. Assume that $\Omega_{1}$ and $\Omega_{2}$ are open subsets of $E$ with $0 \in \Omega_{1}$ and $\overline{\Omega_{1}} \subset \Omega_{2}$. Let $A: P \bigcap\left(\overline{\Omega_{2}} \backslash \Omega_{1}\right) \rightarrow P$ be a completely continuous operator. In addition suppose either
(1) $\|A u\| \leq\|u\|, \forall u \in P \bigcap \partial \Omega_{1}$ and $\|A u\| \geq\|u\|, \forall u \in P \bigcap \partial \Omega_{2}$ or
(2) $\|A u\| \leq\|u\|, \forall u \in P \bigcap \partial \Omega_{2}$ and $\|A u\| \geq\|u\|, \forall u \in P \bigcap \partial \Omega_{1}$
holds. Then $A$ has a fixed point in $P \bigcap\left(\overline{\Omega_{2}} \backslash \Omega_{1}\right)$.
Lemma 2.11 (see [8]). Let $E$ be a Banach space and $P \subset E$ is a cone in $E$. Assume that $\Omega_{1}, \Omega_{2}$ and $\Omega_{3}$ are open subsets of $E$ with $0 \in \Omega_{1}, \overline{\Omega_{1}} \subset \Omega_{2}$, $\overline{\Omega_{2}} \subset \Omega_{3}$ and let $A: P \bigcap\left(\overline{\Omega_{3}} \backslash \Omega_{1}\right) \rightarrow P$ be a completely continuous operator. In addition suppose either
(1) $\|A u\| \geq\|u\|, \forall u \in P \bigcap \partial \Omega_{1}$;
(2) $\|A u\| \leq\|u\|, A u \neq u, \forall u \in P \bigcap \partial \Omega_{2}$;
(3) $\|A u\| \geq\|u\|, \forall u \in P \bigcap \partial \Omega_{3}$
holds. Then $A$ has at least two fixed-points $x_{1}, x_{2}$ in $P \bigcap\left(\overline{\Omega_{3}} \backslash \Omega_{1}\right)$, and furthermore $x_{1} \in P \bigcap\left(\Omega_{2} \backslash \Omega_{1}\right)$, $x_{2} \in P \bigcap\left(\overline{\Omega_{3}} \backslash \overline{\Omega_{2}}\right)$.

## 3. Existence of Positive Solutions

In this section, we study the existence of positive solutions for BVP (1.3). First we give the following assumptions:

$$
\left(H_{1}\right) \lim _{u \rightarrow 0^{+}} \sup _{0 \leq x \leq 1} \frac{f(t, u)}{u}=0, \lim _{u \rightarrow 0^{+}} \sup _{0 \leq x \leq 1} \frac{g(t, u)}{u}=0 ;
$$

( $H_{2}$ ) $\lim _{u \rightarrow \infty} \inf _{0 \leq x \leq 1} \frac{f(t, u)}{u}=\infty, \lim _{u \rightarrow \infty} \inf _{0 \leq x \leq 1} \frac{g(t, u)}{u}=\infty$;
( $H_{3}$ ) $\lim _{u \rightarrow 0^{+}} \inf _{0 \leq x \leq 1} \frac{f(t, u)}{u}=\infty, \lim _{u \rightarrow 0^{+}} \inf _{0 \leq x \leq 1} \frac{g(t, u)}{u}=\infty$;
( $\left.H_{4}\right) \lim _{u \rightarrow \infty} \sup _{0 \leq x \leq 1} \frac{f(t, u)}{u}=0, \lim _{u \rightarrow \infty} \sup _{0 \leq x \leq 1} \frac{g(t, u)}{u}=0$;
$\left(H_{5}\right)$ There exists a constant $R_{1}>0$, such that $f(s, u) \leq \frac{R_{1}}{\int_{0}^{1} G(s, s) d s}$ for every $(s, u) \in[0,1] \times\left[\frac{3}{4} R_{1}, R_{1}\right]$

Theorem 3.1. If $\left(H_{1}\right)$ and $\left(H_{2}\right)$ are satisfied, then (1.3) has at least one symmetric positive solution $(u, v) \in C^{2}\left([0,1], R^{+}\right) \times C^{2}\left([0,1], R^{+}\right)$satisfying $u(t)>0, v(t)>0$.

Proof. From $\left(H_{1}\right)$ there is a number $N_{1} \in(0,1)$ such that for each $(s, u) \in$ $[0,1] \times\left(0, N_{1}\right)$, one has $f(s, u) \leq \eta_{1} u, g(s, u) \leq \eta_{1} u$, where $\eta_{1}>0$ satisfies $\eta_{1} \int_{0}^{1} G(s, s) d s \leq 1$, for every $u \in P$ and $\|u\|=\frac{N_{1}}{2}$, note that $\int_{0}^{1} G(s, \xi) g(\xi, u(\xi)) d \xi \leq \int_{0}^{1} G(\xi, \xi) g(\xi, u(\xi)) d \xi \leq \int_{0}^{1} \eta_{1} G(\xi, \xi) u(\xi) d \xi \leq\|u\|$ $=\frac{N_{1}}{2}<N_{1}$, then

$$
\begin{aligned}
A u(x) & \leq \int_{0}^{1} G(t, s) f\left(s, \int_{0}^{1} G(s, \xi) g(\xi, u(\xi)) d \xi\right) d s \\
& \leq \eta_{1} \int_{0}^{1} G(s, s) \int_{0}^{1} G(s, \xi) g(\xi, u(\xi)) d \xi d s \\
& \leq \eta_{1}^{2} \int_{0}^{1} G(s, s) \int_{0}^{1} G(\xi, \xi) u(\xi) d \xi d s \leq\|u\| .
\end{aligned}
$$

Let

$$
\Omega_{1}=\left\{u \in C^{+}[0,1],\|u\|<\frac{N_{1}}{2}\right\},
$$

then

$$
\begin{equation*}
\|A u\| \leq\|u\|, u \in P \bigcap \partial \Omega_{1} . \tag{3.1}
\end{equation*}
$$

From $\left(H_{2}\right)$ there is a number $N_{2}>2 N_{1}$ for each $(s, u) \in[0,1] \times\left(N_{2},+\infty\right)$, one has $f(s, u) \geq \eta_{2} u, g(s, u) \geq \eta_{2} u$ where $\eta_{2}>0$ satisfies $\eta_{2} \frac{\sqrt{27}}{8} \int_{0}^{1} G(s, s) d s \geq$ 1, then, for every $u \in P$ and $\|u\|=2 N_{2}$, from lemma 2.6 and lemma 2.8, we have

$$
\int_{0}^{1} G(s, \xi) g(\xi, u(\xi)) d \xi \geq \frac{9}{16} \int_{0}^{1} \eta_{2} G(\xi, \xi)\|u\| d \xi
$$

$$
\geq \frac{9}{6 \sqrt{3}}\|u\|=\sqrt{3} N_{2}>N_{2}
$$

then

$$
\begin{aligned}
\|A u\| & =\int_{0}^{1} G(t, s) f\left(s, \int_{0}^{1} G(s, \xi) g(\xi, u(\xi)) d \xi\right) d s \\
& \geq \frac{3}{4} \eta_{2} \int_{0}^{1} G(s, s) \int_{0}^{1} G(s, \xi) g(\xi, u(\xi)) d \xi d s \\
& \geq\left(\frac{3}{4}\right)^{2} \eta_{2}^{2} \int_{0}^{1} G(s, s) \int_{0}^{1} G(\xi, \xi) u(\xi) d \xi d s \\
& \geq\left(\frac{3}{4}\right)^{3} \eta_{2}^{2} \int_{0}^{1} G(s, s) \int_{0}^{1} G(\xi, \xi)\|u\| d \xi d s \geq\|u\|
\end{aligned}
$$

Let

$$
\Omega_{2}=\left\{u \in C^{+}[0,1],\|u\|<2 N_{2}\right\}
$$

then

$$
\begin{equation*}
\|A u\| \geq\|u\|, u \in P \bigcap \partial \Omega_{2} \tag{3.2}
\end{equation*}
$$

Thus from(3.1), (3.2) and Lemma 2.10, we see that the operator $A$ has a fixed point in $P \bigcap\left(\overline{\Omega_{2}} \backslash \Omega_{1}\right)$. The proof is complete.

Theorem 3.2. If $\left(H_{3}\right)$ and $\left(H_{4}\right)$ are satisfied, then (1.3) has at least one symmetric positive solution $(u, v) \in C^{2}\left([0,1], R^{+}\right) \times C^{2}\left([0,1], R^{+}\right)$satisfying $u(t)>0, v(t)>0$.

Proof. From $\left(H_{3}\right)$, there is a number $\overline{N_{3}} \in(0,1)$ such that for each $(x, u) \in$ $[0,1] \times\left(0, \overline{N_{3}}\right)$, one has $f(s, u) \geq \eta_{3} u, g(s, u) \geq \eta_{3} u$ where $\eta_{3}>0$ satisfies $\frac{\sqrt{27}}{8} \eta_{3} \int_{0}^{1} G(s, s) d s \geq 1$. From $g(x, 0) \equiv 0$ and the continuity of $g(s, u)$, we know that there exists number $N_{3} \in\left(0, \overline{N_{3}}\right)$ such that $g(s, u) \leq \frac{\overline{N_{3}}}{\int_{0}^{1} G(s, s) d s}$ for each $(s, u) \in[0,1] \times\left(0, N_{3}\right]$. Then for every $u \in P$ and $\|u\|=N_{3}$, note that $\int_{0}^{1} G(s, \xi) g(\xi, u(\xi)) d \xi \leq \int_{0}^{1} G(\xi, \xi) \frac{\overline{N_{3}}}{\int_{0}^{1} G(s, s) d s} d \xi=\overline{N_{3}}$. Thus

$$
\begin{aligned}
A u(x) & =\int_{0}^{1} G(t, s) f\left(s, \int_{0}^{1} G(s, \xi) g(\xi, u(\xi)) d \xi\right) d s \\
& \geq \frac{3}{4} \eta_{3} \int_{0}^{1} G(s, s) \int_{0}^{1} G(s, \xi) g(\xi, u(\xi)) d \xi d s
\end{aligned}
$$

$$
\begin{aligned}
& \geq\left(\frac{3}{4}\right)^{2} \eta_{3}^{2} \int_{0}^{1} G(s, s) \int_{0}^{1} G(\xi, \xi) u(\xi) d \xi d s \\
& \geq\left(\frac{3}{4}\right)^{3} \eta_{3}^{2} \int_{0}^{1} G(s, s) \int_{0}^{1} G(\xi, \xi)\|u\| d \xi d s \geq\|u\|
\end{aligned}
$$

Let

$$
\Omega_{3}=\left\{u \in C^{+}[0,1],\|u\|<N_{3}\right\}
$$

then

$$
\begin{equation*}
\|A u\| \geq\|u\|, u \in P \bigcap \partial \Omega_{3} \tag{3.3}
\end{equation*}
$$

From $\left(H_{4}\right)$, there exist $C_{1}>0$ and $C_{2}>0$ such that $f(s, u) \leq \eta_{4} u+$ $C_{1}, g(s, u) \leq \eta_{4} u+C_{2}$ for $\forall(s, u) \in[0,1] \times(0, \infty)$, where $\eta_{4}>0$, and $\eta_{4} \int_{0}^{1} G(\xi, \xi) d \xi \leq 1$. Then, for $u \in C^{+}[0,1]$ we have

$$
\begin{aligned}
A u & =\int_{0}^{1} G(s, t) f\left(s, \int_{0}^{1} G(s, \xi) g(\xi, u(\xi)) d \xi\right) d s \\
& \leq \int_{0}^{1} G(s, s)\left(\eta_{4} \int_{0}^{1} G(s, \xi) g(\xi, u(\xi)) d \xi+C_{1}\right) d s \\
& \leq \eta_{4} \int_{0}^{1} G(s, s) \int_{0}^{1} G(\xi, \xi) g(\xi, u(\xi)) d \xi d s+C_{3} \\
& \leq \eta_{4} \int_{0}^{1} G(s, s) \int_{0}^{1} G(\xi, \xi)\left(\eta_{4} u+C_{2}\right) d \xi d s+C_{3} \\
& \leq\left(\eta_{4}\right)^{2} \int_{0}^{1} G(s, s) \int_{0}^{1} G(\xi, \xi)\|u\| d \xi d s+C_{4} \leq\|u\|+C_{4}
\end{aligned}
$$

Thus $\|A u\| \leq\|u\|$ as $\|u\| \rightarrow \infty$.
Let $\Omega_{4}=\left\{u \in E,\|u\|<L_{4}\right\}$. For each $u \in P$ and $\|u\|=L_{4}>L_{3}$ large enough, we have

$$
\begin{equation*}
\|A u\| \leq\|u\|, u \in P \bigcap \partial \Omega_{4} \tag{3.4}
\end{equation*}
$$

Thus from (3.3), (3.4) and Lemma 2.10, we know that the operator $A$ has a fixed point in $P \bigcap\left(\overline{\Omega_{4}} \backslash \Omega_{3}\right)$. The proof is complete.

Theorem 3.3. If $\left(H_{2}\right),\left(H_{3}\right)$ and $\left(H_{5}\right)$ are satisfied, then (1.3) has at least two symmetric positive solutions $\left(u_{1}, v_{1}\right),\left(u_{2}, v_{2}\right) \in C^{2}\left([0,1], R^{+}\right) \times C^{2}\left([0,1], R^{+}\right)$ satisfying $u_{1}(t)>0, v_{1}(t)>0, u_{2}(t)>0, v_{2}(t)>0$.

Proof. Let

$$
\Omega_{5}=\left\{u \in C^{+}[0,1],\|u\|<R_{1}\right\}
$$

then $\forall u \in P \bigcap \partial \Omega_{5}$, we have $u(s) \in\left[\frac{3}{4} R_{1}, R_{1}\right]$. From lemma 2.6, lemma 2.8 and (2.4) we can obtain

$$
\begin{align*}
\int_{0}^{1} G(s, \xi) g(\xi, u(\xi)) d \xi & \geq \frac{3}{4} \int_{0}^{1} G(\xi, \xi) g(\xi, u(\xi)) d \xi \geq \frac{3}{4}\|u\| \\
\int_{0}^{1} G(s, \xi) g(\xi, u(\xi)) d \xi & \leq \int_{0}^{1} G(\xi, \xi) g(\xi, u(\xi)) d \xi \\
& \leq \int_{0}^{1} G(\xi, \xi) d \xi \frac{R_{1}}{G(s, s) d s}=R_{1} \tag{3.5}
\end{align*}
$$

Thus $A u=\int_{0}^{1} G(s, t) f\left(s, \int_{0}^{1} G(s, \xi) g(\xi, u(\xi)) d \xi\right) d s \leq \int_{0}^{1} G(s, s) \frac{R_{1}}{\int_{0}^{1} G(\xi, \xi) d \xi} d s$ $=R_{1}=\|u\|$. Then

$$
\begin{equation*}
\|A u\| \leq\|u\|, u \in P \bigcap \partial \Omega_{5} . \tag{3.6}
\end{equation*}
$$

For another hand, from $\left(H_{2}\right)$ and $\left(H_{3}\right)$, we can choose two right numbers $\widetilde{N_{2}} \in\left(R_{1}, \infty\right), \widetilde{N_{3}} \in\left(0, R_{1}\right)$ satisfy

$$
\begin{align*}
& \|A u\| \geq\|u\|, u \in P \bigcap \partial \widetilde{\Omega_{2}},  \tag{3.7}\\
& \|A u\| \geq\|u\|, u \in P \bigcap \partial \widetilde{\Omega_{3}}, \tag{3.8}
\end{align*}
$$

where $\widetilde{\Omega_{2}}=\left\{u \in C^{+}[0,1],\|u\|<\widetilde{N_{2}}\right\}, \widetilde{\Omega_{3}}=\left\{u \in C^{+}[0,1],\|u\|<\widetilde{N_{3}}\right\}$. Then from lemma 2.11, (3.6), (3.7) and (3.8), $A$ has at least two fixed points in $P \bigcap\left(\overline{\Omega_{2}} \backslash \overline{\Omega_{5}}\right)$ and $P \bigcap\left(\Omega_{5} \backslash \widetilde{\Omega_{3}}\right)$, respectively. The proof is complete.

## 4. Examples

In this section, we give three examples to illustrate our results.
Example 4.1. Let $f(t, v)=v^{2}+\frac{[1+t(1-t)] v^{2}}{1+v^{2}}, g(t, u)=2 u^{2}+\frac{2[1+t(1-t)] u^{2}}{1+u^{2}}$, $\alpha=\beta=\gamma=1$, then the conditions of Theorem 3.1 are satisfied. From Theorem (3.1, BVP (1.3) has at least one symmetric positive solution.

Example 4.2. Let $f(t, v)=v^{\frac{1}{2}}+\frac{[1+t(1-t)] v^{2}}{1+v^{2}}, g(t, u)=2 u^{\frac{1}{2}}+\frac{2[1+t(1-t)] u^{2}}{1+u^{2}}$, $\alpha=\beta=\gamma=1$, then conditions of Theorem 3.2 are satisfied. From Theorem [3.2, $\operatorname{BVP}(1.3)$ has at least one symmetric positive solution.

Example 4.3. Let $f(t, v)=\frac{t(1-t)+1}{4}\left(v^{\frac{1}{2}}+v^{2}\right), g(t, u)=\frac{t(1-t)+1}{5}\left(u^{\frac{1}{2}}+u^{2}\right)$, $\alpha=\beta=\gamma=1$, then conditions of Theorem 3.3 are satisfied. From Theorem 3.3. $\operatorname{BVP}(1.3)$ has at least two symmetric positive solutions.

## References

1. D. J. Guo and V. Lakshmikantham, Nonlinear Problems in Abstract Cones, Academic Press, San Diego, 1988.
2. R. Y. Ma, Multiple nonnegative solutions of second-order systems of boundary value problem, Nonlinear Anal., 42(2002), 1003-1010.
3. L. H. Erbe and H. Y. Wang, On the existence of positive solutions of ordinary differential equations, Proc. Amer. Math. Soc., 120(1994), 743-748.
4. H. Wang, On the existence of positive solutions for semilinear elliptic equations in the annulus, J. Differ. Equ., 109(1994), 1-7.
5. Moustafa El-Shahed, Posotive solutions for nonlinear singular third order boundary value problem, Communications in Nonlinear Sci. and Numerical Simulation, 14(2009), 424-429.
6. Yongping Sun, Existence and multiplicity of symmetric positive solutions for threepoint boundary value problem, Appl. Math. Lett., 329(2007), 998-1009.
7. Z. L. Yang and J. X. Sun, Positive solutions of boundary value problems for systems of nonliear second order ordinary differential equations, Acta Math. Sinica 47(1)(2004) 329, 111-118 (in Chinese).
8. D. J. Guo, Nonlinear Functional Analysis, Shangdong Sci. and Tech. Press, Jinan, 1985.

[^0]:    Received April 3, 2009 and in revised form October 9, 2010.
    AMS Subject Classification: 34B18, 34B10.
    Key words and phrases: Boundary value problem, symmetric positive solution, cones.

