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\section{Introduction}

In 1961, Kasteleyn \cite{14} found a formula for the number of close-packed dimers (perfect matchings) of an $m \times n$ quadratic lattice graph. Temperley and Fisher \cite{34} used a different method and arrived at the same result at almost exactly the same time. Both lines of calculation showed that the logarithm of the number of close-packed dimers, divided by $mn$, converges to $2c/\pi \approx 0.5831$ as $m, n \to \infty$, where $c$ is Catalan’s constant. This limit is called the entropy of the quadratic lattice graph and the corresponding problem was called the dimer problem by the statistical physicists. In 1992, Elkies et al. \cite{6} studied the enumeration of close-packed dimers of regions called Aztec diamonds, and showed that the entropy equals $\log 2 \approx 0.35$. Different methods for counting close-packed dimers of Aztec diamonds were considered by many authors (see for example Refs. \cite{19,28,42}). The problem involving enumeration of close-packed dimers of another type of quadratic lattices with different boundary conditions was studied by Sachs and Zeritz \cite{31} and a different entropy was obtained. These facts showed that the entropy of the quadratic lattice is strongly dependent on their boundary conditions. It should be pointed out that the dimer model on the hexagonal (Kasteleyn or brick) lattice has a “frozen” ground state, which sort of resembles the ground state of the ferromagnetic six-vertex model. It has been shown that the entropy of the six-vertex model does depend on the boundary conditions \cite{18}. See also the works of chemists cited in \cite{10}.

Cohn, Kenyon, and Propp \cite{4} demonstrated that the behavior of random perfect matchings (close-packed dimers) of large regions $R$ was determined by a variational (or entropy maximization) principle, as was conjectured in Section 8 of Ref. \cite{6}, and they gave an exact formula for the entropy of simply-connected regions of arbitrary shape. Particularly, they showed that computation of the entropy is intimately linked with an understanding of long-range variations in the local statistics of random domino tilings. Kenyon, Okounkov, and Sheffield \cite{17} considered the problem of enumerating close-packed dimers
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of the doubly period bipartite graph on a torus, which generalized the results in Ref. [4]. They proved that the number of close-packed dimers of the doubly period plane bipartite graph $G$ can be expressed in terms of four determinants and they expressed the entropy of $G$ as a double integral.

The exact solution of the dimer problem was obtained for many lattices such as the quadratic lattice, 8.8.4 lattice, hexagonal lattice, triangular lattice, Kagome lattice, 3-12-12 lattice, union Jack lattice, and etc. with toroidal boundary condition [8,14,32,37]. The exact solution of the dimer problem has been extended to the cylindrical condition [22,26]. Wu and Wang [36] obtained the exact result on the enumeration of close-packed dimers on a finite kagome lattice with general asymmetric dimer weights under the cylindrical boundary condition. The result by Wu and Wang implies that the kagome lattices with the cylindrical and toroidal boundary conditions have the same entropy. This phenomenon also took place for some other lattices with the cylindrical and toroidal boundary conditions [9].

Some related work about the dimer problem can be found in, for example, Refs. [7,8,10,14–16,23,27,32,34,39,40] by physicists and chemists and Refs. [2–4,17,29,33,41–43] by mathematicians.

In this paper, we consider three types of lattices—8.8.6, 8.8.4, and hexagonal lattices. We obtain explicit expressions of the number of close-packed dimers and entropy for these three types of lattices with cylindrical boundary condition. Based on the result by Kenyon, Okounkov, and Sheffield [17], we compute the entropy of the 8.8.6 lattice with toroidal boundary condition. Combining our results and the one on 8.8.4 and hexagonal lattices with toroidal boundary condition [32,37], we can see that the 8.8.6 (or 8.8.4) lattices with cylindrical and toroidal boundary conditions have the same entropy whereas the effect of the boundary for the hexagonal lattices is not trivial (that is, the hexagonal lattices with cylindrical and toroidal boundary conditions have different entropies). Based on these facts we would propose the following problem: under which conditions do the lattices with cylindrical and toroidal boundary conditions have the same entropy?

2. Pfaffians

The Pfaffian method enumerating close-packed dimers of plane graphs was independently discovered by Fisher [8], Kasteleyn [14], and Temperley [34]. Given a plane graph $G$, the method produces a skew symmetric matrix $A$ such that the number of close-packed dimers of $G$ can be expressed by the Pfaffian of the matrix $A$. Alternatively, the Pfaffian can be replaced by the square root of the determinant of $A$. By using this method, Fisher [8], Kasteleyn [14], and Temperley [34] solved independently a famous problem on enumerating close-packed dimers of an $m \times n$ quadratic lattice graph in statistical physics–Dimer problem. Given a simple graph $G = (V(G), E(G))$ with vertex set $V(G) = \{v_1, v_2, \ldots, v_n\}$, let $G^\circ$ be an arbitrary orientation. The skew adjacency matrix of $G^\circ$, denoted by $A(G^\circ)$, is defined as follows:

$$A(G^\circ) = (a_{ij})_{n \times n},$$

where

$$a_{ij} = \begin{cases} 1 & \text{if } (v_i, v_j) \text{ is an arc of } G^\circ, \\ -1 & \text{if } (v_j, v_i) \text{ is an arc of } G^\circ, \\ 0 & \text{otherwise}. \end{cases}$$

Obviously, $A(G^\circ)$ is a skew symmetric matrix.

Let $D$ be an orientation of a graph $G$. A cycle $C$ of even length in $D$ is said to be oddly oriented in $D$ if for either choice of the two directions of traversal around $C$, the number of edges of $C$ directed in the direction of the traversal is odd (note that this definition is independent of the choice of traversal, since $C$ has an even length). A cycle $C$ in $D$ is said to be nice if the subgraph $D\setminus C$ (obtained from $D$ by deleting all vertices of $C$) has a close-packed dimer. We say that $D$ is a Pfaffian orientation of $G$ if every nice cycle of even length in $G$ is oddly oriented in $D$. It is well known that if a bipartite graph $G$ contains no subdivision of $K_{3,3}$ then $G$ has a Pfaffian orientation (see Little [20]), McCuaig [24], and McCuaig, Robertson et al. [25], and Robertson, Seymour et al. [30] found a polynomial-time algorithm to show whether a bipartite graph has a Pfaffian orientation. Stembridge [33] proved that the number (or generating function) of nonintersecting $r$-tuples of paths from a set of $r$ vertices to a specified region in an acyclic digraph $D$ can, under favorable circumstances, be expressed as a Pfaffian. For a recent survey of Pfaffian orientations of graphs, please see Thomas [35]. Throughout this paper, we denote by $M(G)$ the number of close-packed dimers of a graph $G$.

**Lemma 2.1** (Lovász et al. [21]). If $G^\circ$ is a Pfaffian orientation of a graph $G$, then

$$M(G) = \sqrt{\det(A(G^\circ))},$$

where $A(G^\circ)$ is the skew adjacency matrix of $G^\circ$.

**Lemma 2.2** (Lovász et al. [21]). If a plane graph $G$ has an orientation $G^\circ$ such that every boundary face—except possibly the infinite face—has an odd number of edges oriented clockwise, then in every cycle the number of edges oriented clockwise is of opposite parity to the number of vertices of $G^\circ$ inside the cycle. Consequently, $G^\circ$ is a Pfaffian orientation.
3. Three types of cylinders

Two bulk lattices, denoted by $G_1^*(m, 2n)$ and $G_2^*(m, 2n)$, are illustrated in Fig. 1(a) and Fig. 1(b), respectively, where $G_1^*(m, 2n)$ is a finite subgraph of an edge-to-edge tiling of the plane with two types of vertices—8.8.6 and 8.8.4 vertices, and $G_2^*(m, 2n)$ is a finite subgraph of 8.8.4 tiling in the Euclidean plane which has been used to describe phase transitions in the layered hydrogen-bonded SnCl$_2$·2H$_2$O crystal [32] in physical systems [1,27,32]. The 8.8.6 lattice $G_1^*(m, 2n)$, whose fundamental part is a hexagon, is composed of $2mn$ hexagons. Similarly, The 8.8.4 lattice $G_2^*(m, 2n)$, whose fundamental part is a quadrangle, is composed of $2mn$ quadrangles. Each of such bulk graphs is called “an $(m, 2n)$-bipartite graph with free boundary condition” [see Ref. [23]]

If we add edges $(a_i, a_i^*)$, $(b_j, b_j^*)$ for $1 \leq i \leq m$ and $(c_j, c_j^*)$ for $1 \leq j \leq 2n$ in $G_1^*(m, 2n)$, we obtain an $(m, 2n)$-bipartite graph with toroidal boundary condition, denoted by $G_1^*(m, 2n)$. Similarly, if we add edges $(a_i, a_i^*)$ for $1 \leq i \leq m$ and $(b_j, b_j^*)$ for $1 \leq j \leq 2n$ in $G_2^*(m, 2n)$, then an $(m, 2n)$-bipartite graph with toroidal boundary condition, denoted by $G_2^*(m, 2n)$, is obtained. For some related work on the plane bipartite graphs with the toroidal boundary condition, see Kenyon, Okounkov, and Sheffield [17] and Cohn, Kenyon, and Propp [4]. Salinas and Nagle [32] and Wu [37] showed that the entropy of $G_2^*(m, 2n)$, that is $\lim_{n,m \to \infty} \frac{2}{2 \pi m} \log (M(G_2^*(m, 2n)))$, equals

$$\frac{1}{2\pi} \int_{0}^{\pi/2} \log \left[ \frac{5 + \sqrt{25 - 16 \cos^2 \theta}}{2} \right] d\theta \approx 0.3770.$$  

(1)

The hexagonal lattices with toroidal and cylindrical boundary conditions, denoted by $H^c(n, m)$ and $H^c(n, m)$, are illustrated in Fig. 2(a) and Fig. 2(b), where $(a_1, b_1), (a_2, b_2), \ldots, (a_{m+1}, b_{m+1}), (a_1, c_1), (c_1, c_1^*), (c_2, c_2^*), \ldots, (c_{\ell-1}, c_{\ell-1}^*), (c_\ell, c_{\ell+1})$ are edges in $H^c(n, m)$, and $(a_1, b_1), (a_2, b_2), \ldots, (a_{m+1}, b_{m+1})$ are edges in $H^c(n, m)$. Wu [37–39] showed that the entropy of $H^c(n, m)$, i.e.,

$$\lim_{n, m \to \infty} \frac{2}{(n+1)(2m+2)} \log (M(H^c(n, m))) = \frac{2}{\pi} \int_{0}^{\pi/3} \log (2 \cos \theta) d\theta \approx 0.3230.$$  

(2)

In this section, we enumerate close-packed dimers of the 8.8.6, 8.8.4, and hexagonal lattices $G_1(m, 2n)$, $G_2(m, 2n)$, and $H^c(n, m)$ with cylindrical boundary condition, where $G_1(m, 2n)$ (resp. $G_2(m, 2n)$) is obtained from $G_1^*(m, 2n)$ (resp. $G_2^*(m, 2n)$) by adding extra edges $(a_i, a_i^*)$, $(b_j, b_j^*)$ for $1 \leq i \leq m$ (resp. $(a_i, a_i^*)$ for $1 \leq i \leq m$) between each pair of opposite vertices of both sides of them. We call each of $G_1(m, 2n)$ and $G_2(m, 2n)$ "an $(m, 2n)$-bipartite graph with cylindrical boundary condition" (simply cylinder). We also obtain the exact solutions for the entropies of the 8.8.6 lattice $G_1(m, 2n)$, 8.8.4 lattice $G_2(m, 2n)$, and hexagonal lattice $H^c(n, m)$ with cylindrical boundary condition.

3.1. The cylinder $G_1(m, 2n)$

Let $G_1(m, 2n)$ be the orientation of $G_1(m, 2n)$ illustrated in Fig. 3(a). For $G_1(m, 2n)$, all hexagons in the first column have the same orientation, all hexagons in the second column have the inverse of the orientation of hexagons in the first column, and so on. Obviously, $G_1(m, 2n)$ satisfies the conditions in Lemma 2.2 and hence is a Pfaffian orientation.

**Theorem 3.1.** For the cylinder $G_1(m, 2n)$, the number of close-packed dimers of $G_1(m, 2n)$ can be expressed by

$$M(G_1(m, 2n)) = \frac{1}{2^n} \prod_{j=0}^{n-1} \frac{1}{\sqrt{4 + \beta_j^2}} \left[ (\sqrt{4 + \beta_j^2 + \beta_j})^{2m+1} + (\sqrt{4 + \beta_j^2 - \beta_j})^{2m+1} \right].$$  

(3)
Fig. 2. (a) The hexagonal lattice $H^t(n, m)$ with toroidal boundary condition. (b) The hexagonal lattice $G_c(n, m)$ with cylindrical boundary condition.

Fig. 3. (a) The orientation $G_1(m, 2n)^e$ of $G_1(m, 2n)$. (b) The orientation $G_2(m, 2n)^e$ of $G_2(m, 2n)$.

and the entropy of $G_1(m, 2n)$, i.e., $\lim_{m,n \to \infty} \frac{2}{12mn} \log M(G_1(m, 2n))$, equals

$$\frac{2}{3\pi} \int_0^\pi \log \left( \cos x + \sqrt{4 + \cos^2 x} \right) \, dx \approx 0.3344,$$

where $\beta_j = \cos \frac{2j\pi}{2n}$ if $n$ is odd and $\beta_j = \cos \frac{(2j+1)\pi}{2n}$ otherwise.

In order to prove Theorem 3.1, we must introduce some lemmas as follows. For $j = 0, 1, \ldots, n - 1$, define:

$$\alpha_j = \alpha_j(n) = \begin{cases} 
\cos \frac{2j\pi}{2n} + i \sin \frac{2j\pi}{2n} & \text{if } n \equiv 1 \mod 2; \\
\cos \frac{(2j + 1)\pi}{2n} + i \sin \frac{(2j + 1)\pi}{2n} & \text{otherwise}.
\end{cases}$$

Obviously, $\alpha_j(n)^{2n} = 1$ if $n$ is odd and $\alpha_j(n)^{2n} = -1$ otherwise.

**Lemma 3.2** ([5]). Let

$$B = \begin{pmatrix} B_0 & B_1 & \cdots & B_{n-1} \\
B_{n-1} & B_0 & \cdots & B_{n-2} \\
\vdots & \vdots & \ddots & \vdots \\
B_1 & B_2 & \cdots & B_0 \end{pmatrix}$$

be a block circulant matrix over the complex number field, where all $B_t$’s are $r \times r$ matrices, $t = 0, 1, \ldots, n - 1$. Then $B$ satisfies the following factorization equality

$$U^*BU = \text{diag}(J_0, J_1, \ldots, J_{n-1}),$$

where $U = (u_{pq}l_t)_{0 \leq p, q \leq n-1}$ is a fixed block matrix, $u_{pq} = \frac{1}{\sqrt{r}} \omega^{pq}$, $l_t$ is a unit matrix of order $r$, and $\omega$ is the $n$th root of unity, meanwhile

$$J_t = B_0 + B_1 \omega^t + B_2 \omega^{2t} + \cdots + B_{n-1} \omega^{(n-1)t}.$$
A direct consequence of Lemma 3.2 is the following:

**Corollary 3.3.** Let

\[
B = \begin{pmatrix}
A & R & 0 & \cdots & 0 & R^T \\
R^T & A & R & \cdots & 0 & 0 \\
0 & R^T & A & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & A & R \\
R & 0 & 0 & \cdots & R^T & A 
\end{pmatrix}_{n \times n}
\]

be a block circulant matrix over the real number field, where both A and R are \( r \times r \) matrices. Then there exists an invertible matrix \( U \) of order \( nr \) such that

\[
U^{-1}BU = \text{diag}(J_0, J_1, \ldots, J_{n-1}),
\]

where \( J_t = A + \omega^t R + \omega^{-t} R^T, t = 0, 1, \ldots, n-1 \), and \( \omega \) is the \( n \)th root of unity.

**Lemma 3.4.** Let

\[
B = \begin{pmatrix}
A & R & 0 & \cdots & 0 & -R^T \\
R^T & A & R & \cdots & 0 & 0 \\
0 & R^T & A & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & A & R \\
-R & 0 & 0 & \cdots & R^T & A 
\end{pmatrix}_{n \times n}
\]

be a block circulant matrix over the real number field, where both A and R are \( r \times r \) matrices. Then there exists an invertible matrix \( U \) of order \( nr \) such that

\[
U^{-1}BU = \text{diag}(J_0, J_1, \ldots, J_{n-1}),
\]

where \( J_t = A + \omega_t R + \omega^{-t} R^T, t = 0, 1, \ldots, n-1 \). \( \omega \) is the \( n \)th root of unity.

**Proof.** Note that the set of roots of equation \( x^n = -1 \) is exactly \{\( \omega_0, \omega_1, \ldots, \omega_{n-1} \}. \) Let \( U = (U_y)_{n \times n} \) and \( U^* = (U^*_y)_{n \times n} \) be two \( n \times n \) block matrices such that \( U_y = \omega_i I_n \) and \( U^*_y = \omega_i^{n-1} I_n \) for \( 0 \leq i \leq n-1 \), where \( I_n \) is the identity matrix of order \( n \). It is not difficult to show that \( U^*U = I_n \). Hence \( U^* = U^{-1} \). It suffices to prove that \( U^*BU = \text{diag}(J_0, J_1, \ldots, J_{n-1}) \). For convenience, let \( B = (B_{st})_{n \times n} \) and \( U^*BU = (X_{st})_{n \times n} \), where \( B_{st} \) and \( X_{st} \) are \( r \times r \) matrices. Note that, for \( 0 \leq i, j \leq n-1 \),

\[
X_{ij} = \sum_{0 \leq s, t \leq n-1} U_{is} B_{st} U_{j} = \frac{1}{n} \sum_{0 \leq s, t \leq n-1} \omega_i^{-s} B_{st} \omega_j^t
\]

\[
= \frac{1}{n} \left[ \sum_{k=0}^{n-1} (\omega_i^{-k} \omega_j^k) A + \sum_{k=0}^{n-1} \omega_j^k (\omega_i^{-k} \omega_j^k) R + \sum_{k=0}^{n-1} \omega_j^{-k} (\omega_i^{-k} \omega_j^k) R^T \right]
\]

\[
= \begin{cases} 
J_i & \text{if } i = j, \\
0 & \text{otherwise}.
\end{cases}
\]

Hence we have finished the proof of the lemma. \( \square \)

**Proof of Theorem 3.1.** By a suitable labelling of vertices of \( G_1(m, 2n)^c \), the skew adjacency matrix of \( G_1(m, 2n)^c \), denoted by \( A_1(G^c) \), has the following form:

\[
A_1(G^c) = \begin{pmatrix}
A & R & 0 & \cdots & 0 & R^T \\
-R^T & -A & R & \cdots & 0 & 0 \\
0 & -R^T & A & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & A & R \\
-R & 0 & 0 & \cdots & -R^T & -A 
\end{pmatrix}_{2n \times 2n}
\]

where \( A \) denotes the skew adjacency matrix of the part in first column of \( G_1(m, 2n)^c \), and \( R \) is the adjacency relation between the two parts in the first and second columns of \( G_1(m, 2n)^c \).
Set

\[
M_1 = \begin{pmatrix}
A & R & 0 & \cdots & 0 & R^T \\
R^T & A & R & \cdots & 0 & 0 \\
0 & R^T & A & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & A & R \\
R & 0 & 0 & \cdots & R^T & A
\end{pmatrix}_{2n \times 2n}
\]

and

\[
M_2 = \begin{pmatrix}
A & R & 0 & \cdots & 0 & -R^T \\
R^T & A & R & \cdots & 0 & 0 \\
0 & R^T & A & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & A & R \\
-R & 0 & 0 & \cdots & R^T & A
\end{pmatrix}_{2n \times 2n}
\]

Multiplying by \(-1\) to rows 2 and 3 of the block matrix \(A_1(G^e)\), then to columns 3 and 4, then to rows 6 and 7, then to columns 7 and 8, and so on and so forth, finally we obtain the matrix \(M_1\) when \(n = 1 \pmod{2}\), or the matrix \(M_2\) when \(n = 0 \pmod{2}\). Clearly we have

\[
\det(A_1(G^e)) = \begin{cases}
|\det(M_1)| & \text{if } n = 1 \pmod{2}, \\
|\det(M_2)| & \text{if } n = 0 \pmod{2}.
\end{cases}
\]

Note that, by Corollary 3.3 and Lemma 3.4, we have

\[
\det(M_1) = \prod_{j=0}^{2n-1} \det(A + \omega^j R + \omega^{-j} R^T) = \left(\prod_{j=0}^{n-1} \det(A + \omega^j R + \omega^{-j} R^T)\right)^2
\]

and

\[
\det(M_2) = \prod_{j=0}^{2n-1} \det(A + \omega_j R + \omega_j^{-1} R^T) = \left(\prod_{j=0}^{n-1} \det(A + \omega_j R + \omega_j^{-1} R^T)\right)^2,
\]

where \(\omega = \cos \frac{2\pi}{2n} + i \sin \frac{2\pi}{2n}\) (i.e., \(\omega\) is the \(2n\)th root of unity) and \(\omega_j = \cos \frac{(2j+1)\pi}{2n} + i \sin \frac{(2j+1)\pi}{2n}\).

Now we construct \(n\) weighted digraphs \(D_j\)'s with \(6m\) vertices from \(G_1(m, 2n)^e\) which are illustrated in Fig. 3(a), where \(\alpha_j\)'s satisfy (1), and each arc \((v_s, v_t)\) in \(D_j\) whose weight is neither \(\alpha_j\) nor \(\alpha_j^{-1}\) must be regarded as two arcs \((v_s, v_t)\) and \((v_t, v_s)\) with weights 1 and \(-1\), respectively.

By the definitions of \(\alpha_j\)'s and \(D_j\)'s, it is not difficult to see that the adjacency matrix \(A_j\) of weighted digraph \(D_j\) defined above equals exactly \(A + \omega^j R + \omega^{-j} R^T\) if \(n = 1 \pmod{2}\) and \(A + \omega_j R + \omega_j^{-1} R^T\) otherwise. Thus, by Lemma 2.1, we have

\[
M(G_1(m, 2n)) = \sqrt{\det(A(G^e_1))} = \prod_{j=0}^{n-1} |\det(A_j)|.
\]
which implies the following:

\[ L_m(j) = \frac{1}{2\sqrt{4 + \beta_j^2}} \left[ \left(\sqrt{4 + \beta_j^2} + \beta_j\right)^{2m+1} + \left(\sqrt{4 + \beta_j^2} - \beta_j\right)^{2m+1} \right]. \] (6)

Hence the equality (3) follows from (5) and (6). So the entropy of \( G_1(m, 2n) \)

\[ \lim_{m,n \to \infty} \frac{2}{12mn} \log M(G_1(m, 2n)) \]

\[ = \lim_{m,n \to \infty} \frac{1}{6mn} \left\{ -n \log 2 - \frac{1}{2} \sum_{j=0}^{n-1} \log(4 + \beta_j^2) + \sum_{j=0}^{n-1} \log \left[ \left(\sqrt{4 + \beta_j^2} + \beta_j\right)^{2m+1} + \left(\sqrt{4 + \beta_j^2} - \beta_j\right)^{2m+1} \right] \right\} \]

\[ = \frac{2}{3\pi} \int_0^{\pi/2} \log \left( \cos x + \sqrt{4 + \cos^2 x} \right) d_x \approx 0.3344 \]

and this completes the proof. \( \square \)

In order to prove the following corollary, we need to introduce a formula of the entropy for an \((n, n)\)-bipartite graph with toroidal boundary condition obtained by Kenyon, Okounkov, and Sheffield [17]. Let \( G \) be a \( Z^2 \)-period bipartite graph which is embedded in the plane so that translations in the plane act by color-preserving isomorphisms of \( G \)–isomorphisms which map black vertices to black vertices and white to white. Let \( G_n \) be the quotient of \( G \) by the action of \( nZ^2 \). Then \( G_n \) is a bipartite graph with the doubly period condition. Let \( P(z, w) \) be the characteristic polynomial of \( G \) (see the definition in page 1029 in Ref. [17]). Authors of Ref. [17] showed that the entropy of \( G_n \)

\[ \lim_{n \to \infty} \frac{2}{n^2 |G_1|} \log M(G_n) = \frac{2}{|G_1|(2\pi i)^2} \int_D \frac{\log |P(z, w)|}{z} \frac{d_z}{z} \frac{d_w}{w}, \] (7)

where \( D = \{(z, w) \in \mathbb{C}^2 : |z| = |w| = 1\} \) and \( i^2 = -1 \).

**Corollary 3.5.** Both \( G_1(m, 2n) \) and \( G_1^P(m, 2n) \) have the same entropy, that is,

\[ \lim_{m,n \to \infty} \frac{2}{12mn} \log(M(G_1(m, 2n))) = \lim_{m,n \to \infty} \frac{2}{12mn} \log(M(G_1^P(m, 2n))) \approx 0.3344. \]

**Proof.** Note that by the definition in Ref. [17] the fundamental domain of \( G_1^P(m, 2n) \) is composed of two hexagons (see Fig. 5). Otherwise, if we use a hexagon as the fundamental domain, then it does not satisfy the condition “color-preserving isomorphisms”. It is not difficult to show that the characteristic polynomial of \( G_1^P(m, 2n) \)

\[ P(z, w) = 10 - 4(z + z^{-1}) - (w + w^{-1}). \]
Hence, by (7), we have
\[
\lim_{m,n \to \infty} \frac{2}{12mn} \log(M(G'_1(m, 2n))) = \frac{2}{12(2\pi)^2} \int_0^{2\pi} \int_0^{2\pi} \log(10 - 8 \cos x - 2 \cos y) dx dy
\]
\[
= \frac{1}{24\pi^2} \int_0^{2\pi} \int_0^{2\pi} \log(10 - 8 \cos x - 2 \cos y) dx dy.
\]

It is not difficult to see that
\[
\frac{1}{24\pi^2} \int_0^{2\pi} \int_0^{2\pi} \log(10 - 8 \cos x - 2 \cos y) dx dy = \frac{2}{3\pi} \int_0^{\pi/2} \log \left( \cos x + \sqrt{4 + \cos^2 x} \right) dx.
\]

The corollary has thus been proved. \(\square\)

3.2. The cylinder \(G_2(m, 2n)\)

Let \(G_2(m, 2n)^c\) be the orientation of \(G_2(m, 2n)\) illustrated in Fig. 3(b). For \(G_2(m, 2n)^c\), all quadrangles in the first column have the same orientation, all quadrangles in the second column have the inverse of the orientation of quadrangles in the first column, and so on. Obviously, \(G_2(m, 2n)^c\) satisfies the conditions in Lemma 2.2 and hence is a Pfaffian orientation.

**Theorem 3.6.** For the cylinder \(G_2(m, 2n)\), the number of close-packed dimers of \(G_2(m, 2n)\) can be expressed by
\[
M(G_2(m, 2n)) = \prod_{j=0}^{n-1} \left[ \frac{\sqrt{9 + 16\beta_j^2} + 3}{2\sqrt{9 + 16\beta_j^2}} \left( \frac{5 + \sqrt{9 + 16\beta_j^2}}{2} \right)^m + \frac{\sqrt{9 + 16\beta_j^2} - 3}{2\sqrt{9 + 16\beta_j^2}} \left( \frac{5 - \sqrt{9 + 16\beta_j^2}}{2} \right)^m \right],
\]
and the entropy, i.e., \(\lim_{m,n \to \infty} \frac{2}{8mn} \log M(G_2(m, 2n))\), equals
\[
\frac{1}{2\pi} \int_0^{\pi/2} \log \left[ \frac{5 + \sqrt{25 - 16\cos^2 \theta}}{2} \right] d\theta \approx 0.3770.
\]

where \(\beta_j = \cos \frac{\pi j}{n}\) if \(n\) is odd and \(\beta_j = \cos \frac{(2j+1)\pi}{2n}\) otherwise.

**Proof.** We can prove the statement in the theorem on the entropy from (8). Hence it suffices to prove that (8) holds. For the orientation \(G_2(m, 2n)^c\) of the cylinder \(G_2(m, 2n)\) shown in Fig. 3(b). Let \(C_j\) denote the digraph illustrated in Fig. 4(c) for \(0 \leq j \leq n - 1\). Similarly to the proof of Theorem 3.1, we can prove that
\[
M(G_2(m, 2n)) = \prod_{j=0}^{n-1} |\det(F_j)|,
\]
where \(F_j\) is the adjacency matrix of \(C_j\).

Let \(C'_j\) be the digraph obtained from \(C_j\) by deleting vertex \(b_j^*\) (see Fig. 4(d)) and \(F'_j\) the adjacency matrix of \(C'_j\).

For \(j = 0, 1, \ldots, n - 1\), set
\[
P_m(j) = \det(F_j), \quad P'_m(j) = \det(F'_j),
\]
where \(F_j\) (resp. \(F'_j\)) is the adjacency matrix of the digraph \(C_j\) (resp. \(C'_j\)) illustrated in Fig. 4(c) (resp. Fig. 4(d)). It is not difficult to prove that \(\{P_m(j)\}_{m \geq 0}\) and \(\{P'_m(j)\}_{m \geq 0}\) satisfy the following recurrences:
\[
\begin{align*}
P_{2m+1}(j) &= 4P_{2m}(j) + 2\beta_j P'_{2m}(j), & P'_{2m+1}(j) &= -2\beta_j P_{2m}(j) - P'_{2m}(j) & m \geq 0, \\
P_{2m}(j) &= 4P_{2m-1}(j) - 2\beta_j P_{2m-1}(j), & P'_{2m}(j) &= 2\beta_j P_{2m-1}(j) - P'_{2m-1}(j) & m \geq 1, \\
P_0(j) &= 1, & P'_0(j) &= 0, & P_1(j) &= 4, & P'_1(j) &= -2\beta_j.
\end{align*}
\]

Then we have
\[
\begin{pmatrix}
P_{2m+1}(j) \\ P'_{2m+1}(j)
\end{pmatrix} = \begin{pmatrix}
16 + 4\beta_j^2 & -10\beta_j \\ -10\beta_j & 4\beta_j^2 + 1
\end{pmatrix} \begin{pmatrix}
P_{2m-1}(j) \\ P'_{2m-1}(j)
\end{pmatrix}
\]
(10)
and
\[
\begin{pmatrix}
P_{2m}(j)
\end{pmatrix} = \begin{pmatrix}
16 + 4\beta_j^2 & 10\beta_j \\
10\beta_j & 4\beta_j^2 + 1
\end{pmatrix} \begin{pmatrix}
P_{2m-1}(j)
\end{pmatrix}.
\]
(11)

Let \(a_m = P_{2m+1}(j)\) and \(b_m = P_{2m}(j)\) for \(j \geq 0\). Hence we have
\[
\begin{cases}
a_m = (18\beta_j^2 + 17)a_{m-1} - 16(1 - \beta_j^2)^2a_{m-2} & \text{for } m \geq 2, \\
b_m = (18\beta_j^2 + 17)b_{m-1} - 16(1 - \beta_j^2)^2b_{m-2} & \text{for } m \geq 2, \\
a_0 = 4, & a_1 = 64 + 36\beta_j^2, \\
b_0 = 1, & b_1 = 16 + 4\beta_j^2.
\end{cases}
\]
(12)

By solving the recurrences in (12), then we have
\[
a_m = \prod_{j=0}^{n-1} \left[ \frac{\sqrt{9 + 16\beta_j^2} + 3}{2\sqrt{9 + 16\beta_j^2}} \left( \frac{5 + \sqrt{9 + 16\beta_j^2}}{2} \right)^{2m+1} + \frac{\sqrt{9 + 16\beta_j^2} - 3}{2\sqrt{9 + 16\beta_j^2}} \left( \frac{5 - \sqrt{9 + 16\beta_j^2}}{2} \right)^{2m+1} \right],
\]
and
\[
b_m = \prod_{j=0}^{n-1} \left[ \frac{\sqrt{9 + 16\beta_j^2} + 3}{2\sqrt{9 + 16\beta_j^2}} \left( \frac{5 + \sqrt{9 + 16\beta_j^2}}{2} \right)^{2m} + \frac{\sqrt{9 + 16\beta_j^2} - 3}{2\sqrt{9 + 16\beta_j^2}} \left( \frac{5 - \sqrt{9 + 16\beta_j^2}}{2} \right)^{2m} \right].
\]

Hence (8) has been proved and the theorem follows. \(\Box\)

From (1) and Theorem 3.6, the 8.8.4 lattices with cylindrical and toroidal boundary conditions have the same entropy which is approximately 0.3770.

3.3. The cylinder \(H^c(n, m)\)

Note that the hexagonal lattice \(H^c(n, m)\) with cylindrical boundary condition is a finite bipartite graph whose vertex set can be colored by two colors black and white (see Fig. 2(b)). One can see that no edge intersected by the cut segment \(l_i\) \((i = 1, 2, \ldots, m)\) illustrated in Fig. 2(b) can belong to one close-packed dimers, since the the upper (or bottom) vertices of edges intersected by the cut segment \(l_i\) have the same color. Thus the number of close-packed dimers of \(H^c(n, m)\) equals the number of close-packed dimers of \(m + 1\) cycles with \(2n + 2\) vertices. Hence we have the following:

**Theorem 3.7.** The number of close-packed dimers of \(H^c(n, m)\) can be expressed by
\[
M(H^c(n, m)) = 2^{m+1}
\]
and the entropy equals zero.

From (2) and the above theorem, we have the following:

**Remark 3.8.** The hexagonal lattices \(H^f(n, m)\) and \(H^c(n, m)\) with toroidal and cylindrical boundary conditions have different entropies. That is, for the hexagonal lattices, the entropy is dependent on boundary conditions.

4. Concluding remarks

In statistical mechanics some examples implied that the thermodynamic limit of the free energy (including the entropy) is independent of boundary conditions [9]. Kasteleyn [14] discussed the related problem of the \(m \times n\) quadratic lattices with the free and toroidal boundary conditions. The results by Wu [37,22] and by Wu and Wang [36] also imply that the kagome lattices with toroidal and cylindrical boundary conditions have the same entropy. In this paper, we computed the entropies of the 8.8.6, 8.8.4, and hexagonal lattices with cylindrical boundary condition and the entropy of the 8.8.6 lattice with toroidal boundary condition. We showed that the 8.8.6 lattices with the cylindrical and toroidal boundary conditions have the same entropy. Comparing with the result by Salinas and Nagle [32] and Wu [37] we can see that the 8.8.4 lattices have the same property. But, for the hexagonal lattices, the entropy is dependent on the boundary conditions. Based on these results, it is natural to pose the following

**Problem 4.1.** Let \(G^c(m, n)\) and \(G^t(m, n)\) be the lattices with the cylindrical and toroidal boundary conditions, where their fundamental domain is a plane bipartite graph \(G\) with close-packed dimers. Under which conditions do \(G^c(m, n)\) and \(G^t(m, n)\) have the same entropy?

In Refs. [11–13] the finite-size corrections for the dimer model on the square and triangular lattices have been studied. It is an interesting problem to study the finite-size corrections of the dimer model on 8.8.6 and 8.8.4 lattices and compare the results with the present paper.
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