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Abstract

We study properly embedded and immersed p(pseudohermitian)-minimal surfaces in the 3-dimensional Heisenberg group. From the recent work of Cheng, Hwang, Malchiodi, and Yang, we learn that such surfaces must be ruled surfaces. There are two types of such surfaces: band type and annulus type according to their topology. We give an explicit expression for these surfaces. Among band types there is a class of properly embedded p-minimal surfaces of so called helicoid type. We classify all the helicoid type p-minimal surfaces. This class of p-minimal surfaces includes all the entire p-minimal graphs (except contact planes) over any plane. Moreover, we give a necessary and sufficient condition for such a p-minimal surface to have no singular points. For general complete immersed p-minimal surfaces, we prove a half space theorem and give a criterion for the properness.

1. Introduction and statement of the results

In [CHMY] we developed a surface theory in pseudohermitian geometry. In particular we defined the notion of p(pseudohermitian)-minimal surface. The equation for a graph $(x, y, u(x, y))$ in $\mathbb{R}^3$ to be p-minimal reads

$$\text{div}\left(\frac{\nabla u + \vec{F}}{|\nabla u + \vec{F}|}\right) = 0$$

where $\vec{F}$ denotes the plane vector (field) $(-y, x)$ (associated with the standard contact structure of $\mathbb{R}^3$). As a differential equation, the above p-minimal surface equation is degenerate (hyperbolic and elliptic). By analyzing the singular set (where $\nabla u + \vec{F} = 0$), we solved the analogue of the Bernstein problem in the 3-dimensional Heisenberg group $H_1$ (identified with $\mathbb{R}^3$ as a set). Namely we showed that two known families of examples ([Pau]) are the only entire $C^2$ smooth p-minimal graphs over the $xy$-plane. In this paper we want to study general $C^2$ smooth p-minimal surfaces properly embedded in $H_1$ (we will often omit "$C^2$ smooth" hereafter).

First let us recall the history of (Riemannian or Euclidean) minimal surface theory in $\mathbb{R}^3$ briefly (e.g., [Oss], [Nit], [DHKW], [Fan], etc.). Until 1980 only a few complete embedded minimal surfaces had been found like, for instance, the helicoid, the catenoid, Scherk’s surface, Riemann’s examples, and so on. Among these surfaces the catenoid and the helicoid were the only known complete embedded minimal surfaces with finite genus in $\mathbb{R}^3$ at the turn of 1980. It was only in 1982...
that Costa ([Cos]) discovered a new complete minimal surface immersed in $R^3$ of genus one. This example was shown to be embedded soon after it was discovered ([HM1]). Subsequently various complete minimal surfaces were discovered ([HM1], [HKW], etc.; see also [DHKW]). In 1997 Collin ([Col]) proved that the catenoid is the only annulus type, properly embedded minimal surface. Around the year 2000, it was announced that a properly embedded, simply connected minimal surface in $R^3$ is either a plane or a helicoid ([MR]).

In contrast to the Riemannian case, a properly embedded $p$-minimal surface in $R^3$, identified with $H_1$, must be a ruled surface with the rulings generated by Legendrian lines ([CHMY]). A general ruled surface satisfies a 3rd order equation (see page 225 in [Mon] or the last paragraph of Section 4 in [CHMY] for a brief explanation). Requiring the rulings lying in contact planes (this is what "Legendrian" means) restricts such a surface to satisfy a 2nd order equation. It is not hard to see that a connected, properly embedded ruled surface must be homeomorphic to either $R^2$ (band type) or $R^1 \times S^1$ (annulus type). So there are no properly embedded $p$-minimal surfaces of positive genus type in $R^3$.

A band type, properly embedded $p$-minimal surface is called of helicoid type if its Legendrian rulings are lying in the parallel planes and the union of all such parallel planes is the whole space $H_1$ (if we remove the latter restriction, we call such a surface of helicoid type in the weak sense, cf. Example 4.1). This includes the class of entire $p$-minimal graphs (excluding the contact planes) over any plane. To classify all such entire $C^2$ smooth $p$-minimal graphs (by "entire" we mean "defined on the whole plane") we first extend the class of such graphs to the class of helicoid type. Then we find out all the helicoid type $p$-minimal surfaces (see Theorem B). Let us explain this idea in detail.

Let $\Sigma$ be an entire $C^2$ smooth $p$-minimal graph over a plane $P$ in $H_1$, identified with the Euclidean space $R^3$. As mentioned above $\Sigma$ is a classical ruled surface with the rulings generated by Legendrian lines, called characteristic lines. If two such lines intersect, we can show that $\Sigma$ must be a contact plane past the intersection point (see Proposition 2.1). Otherwise we can project all characteristic lines to a family of parallel lines $\Gamma_t$ on $P$ (note that $\Sigma$ is a graph over $P$). For each $\Gamma_t$ we can find a unique plane $P_t$ perpendicular to $P$ and containing $\Gamma_t$. It follows that all $P_t$'s are parallel to each other. Thus we can extend the problem of finding entire $C^2$ smooth $p$-minimal graphs (excluding the contact planes) to the following one:

**Problem A.** Suppose $\{P_t: t \in R\}$ is a family of disjoint parallel planes in $H_1$ such that $\bigcup_{t \in R} P_t = H_1$. Find all $C^2$ smooth $p$-minimal surfaces $\Sigma$ such that $\tilde{\Gamma}_t \equiv \Sigma \cap P_t$ is a characteristic (whole straight) line of $\Sigma$ for each $t$. Namely (see Section 2) find all $C^2$ smooth, helicoid type $p$-minimal surfaces in $H_1$.

Take a plane $P$ perpendicular to $P_t$ for all $t$. Some characteristic lines $\tilde{\Gamma}_t$ may be perpendicular to $P$. So a solution surface to Problem A may not be a graph over a certain plane.

In Section 2 we start with a study of general immersed and properly embedded $p$-minimal surfaces in $H_1$. Define $X$ by (2.1), (2.2), and (2.3), describing a $C^2$ smooth $p$-minimal surface in $H_1$. We obtain a necessary and sufficient condition for $X$ being embedded (implied by $X$ being immersed, injective, and proper). We also obtain a criterion for a point to be singular (see the definition in [CHMY] and the generalized definition in the proof of Theorem A (b)).
Theorem A. (a) $X$ is immersed if and only if for any $(s, t)$ either (2.8a) or (2.8b) fails to hold. (b) $X$ is singular at $(s, t)$ if and only if (2.9) holds. (c) If we take $\xi = 0$ in (2.7), then $X$ is injective if and only if for $t_1 \neq t_2$ $\hat{z}_2 - \hat{z}_1$ in (2.15) is not 0 in the case that $\Gamma_{t_1} \cap \Gamma_{t_2}$ consists of exactly one point while $\gamma_1 \neq \gamma_2$ in the case that $\Gamma_{t_1} = \Gamma_{t_2}$.

Note that we do not lose generality by assuming $\xi = 0$ in Theorem A (c). We give a geometric interpretation (see (2.16)) for the formula (2.15) and a direct application (see (2.18)).

In Section 3 we deal with the helicoid type p-minimal surfaces. We observe that the following are two families of solutions to Problem A:

\begin{align}
(1.1) & \quad u = -abx^2 + (a^2 - b^2)xy + aby^2 + g(-bx + ay) \\
(1.2) & \quad (x - x_0)cos\theta(t) + (y - y_0)sin\theta(t) = 0
\end{align}

where $t = z - y_0x + x_0y$, $\theta \in C^2(R)$, and $x_0, y_0$ are real constants (see also [Pau] for (1.1)). The following result resolved Problem A.

Theorem B. Any $C^2$ smooth, helicoid type p-minimal surface in $H_1$ can be expressed in the form of either (1.1) or (1.2).

We also give a criterion for (1.2) to have no singular points.

Theorem C. (1.2) has no singular points if and only if $\theta'(t) \geq 0$ for all $t \in R$.

Note that (1.1) has no isolated singular points, but does have one (connected) singular curve ([CHMY]). By taking $\theta(t) = -\cot^{-1}(t)$ and $x_0 = y_0 = 0$ in (1.2), we obtain $y = xz$. This is an entire p-minimal graph over the $xz$-plane having no singular points. We remark that the vertical planes $ax + by + c = 0$ have been the only known entire p-minimal graphs having no singular points before ([GP1]). After this paper was completed, we were informed that another example of entire p-minimal graph having no singular points and the result about entire p-minimal graphs over any plane (the graph case of our Theorem B) are also obtained in a new preprint ([GP2]).

In Section 4, we discuss the properness (Proposition 4.1) and non-helicoid type p-minimal surfaces. The first possibility is that $\bigcup_{t \in R} P_t \not= H_1$ where $P_t$'s are the parallel planes containing characteristic lines. This can occur as shown in Example 4.1. However, if we confine the surface to the upper half space $R_+^2 = \{(x, y, z) \in R^3 : z > 0\}$, then this is not possible unless the surface is a contact plane (see Theorem D below and observe that the $xy$-plane is the contact plane past the origin). A contact plane $P$ in $H_1$ divides $H_1$ into two halfspaces $P_\pm$ $(H_1 \setminus P = P_+ \cup P_-)$. Since $P$ is not perpendicular to the $xy$-plane, we can talk about the upper halfspace $P_+$ (containing "$(0,0, +\infty)$") and the lower halfspace $P_-$ (containing "$(0,0, -\infty)$"). We have the following halfspace theorem.

Theorem D. Suppose that $\Sigma$ is a $C^2$ smooth, connected, complete, immersed p-minimal surface in the halfspace $P_+$ (or the halfspace $P_-$. Then $\Sigma$ is a contact plane parallel to $P$. 
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We remark that the halfspace theorem in the Riemannian minimal surface theory was proved by Hoffman and Meeks III ([HM2]).

Acknowledgments. We would like to thank Andrea Malchiodi and Paul Yang for many discussions in this newly developed research direction. In particular, Andrea pointed out to us the examples with a multivalued function $g$ in (1.1) (Example 4.1 is such an example).

2. General p-minimal surfaces and proof of Theorem A

We learned from [CHMY] that a $C^2$ smooth p-minimal surface in $H_1$ must be a ruled surface in $R^3$ (identified with $H_1$). Consider a connected, $C^2$ smooth, complete p-minimal surface $\Sigma$ immersed in $H_1$ (by connectedness we mean the domain of the immersion is connected). First we observe the following fact.

Proposition 2.1. Suppose there are two characteristic lines on $\Sigma$ meeting at a point $p$ locally. Then $p$ is a singular point, the tangent space $T_p\Sigma$ is the contact plane past $p$, and $\Sigma = T_p\Sigma$.

By "meeting at a point locally", we exclude the possible intersection due to the "return" of characteristic lines.

Proof of Proposition 2.1:

Locally we can express $\Sigma$ as a graph $\{(x, y, u(x, y))\}$ over the $xy$-plane. Let $\bar{p}$ be the projection of $p$ on the $xy$-plane. First by the definition of characteristic curves (see Section 1 in [CHMY]), $p(\bar{p})$ must be a singular point. By Theorem 3.3 in [CHMY], either $\bar{p}$ is an isolated point in the singular set $S(u)$ or $S(u)$ is a $C^1$ smooth curve in a neighborhood of $\bar{p}$. In the latter case, only one characteristic line can meet $\bar{p}$ according to Corollary 3.6 in [CHMY]. So this case is impossible. In the former case, the union of all characteristic lines passing through $p$, the contact plane past $p$, forms the tangent space $T_p\Sigma$ by Lemma 4.3 in [CHMY]. By completeness $\Sigma$ must contain $T_p\Sigma$. By connectedness $\Sigma$ must coincide with $T_p\Sigma$.

Q.E.D.

Now let us start with (4.9) in [CHMY]: describe a $C^2$ smooth p-minimal surface $\Sigma$ in $H_1$ in parameters $s$ and $t$ as follows:

\[
\begin{align*}
(2.1) & \quad x = s(\sin\theta(t)) + \alpha(t) \\
(2.2) & \quad y = -s(\cos\theta(t)) + \beta(t) \\
(2.3) & \quad z = s[\beta(t)\sin\theta(t) + \alpha(t)\cos\theta(t)] + \gamma(t)
\end{align*}
\]

where $\alpha$, $\beta$, $\gamma$, and $\theta$ are all in $C^2$. Let $X(s, t) = (x(s, t), y(s, t), z(s, t))$.

Proof of part (a) of Theorem A:

$X$ being an immersion implies a certain relation among $\alpha$, $\beta$, $\gamma$, and $\theta$. It is easy to see that $\partial_s X = (\sin\theta, -\cos\theta, \beta s \sin\theta + \alpha \cos\theta)$ and $\partial_t X = s\theta'(\cos\theta, \sin\theta, \beta \cos\theta - \alpha \sin\theta) + s(0, 0, 0) + (\beta', \gamma', \gamma')$. Then a straightforward computation gives the $x, y, z$ components of the cross product $\partial_s X \times \partial_t X$: 
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\[ (2.4) \quad -s\beta' - s\cos(\beta' \sin \theta + \alpha' \cos \theta) - \beta'(\beta\sin \theta + \alpha \cos \theta) - \gamma' \cos \theta, \]
\[ (2.5) \quad s\alpha' - ss\sin(\beta' \sin \theta + \alpha' \cos \theta) + \alpha'(\beta\sin \theta + \alpha \cos \theta) - \gamma' \sin \theta, \]
\[ (2.6) \quad s\theta' + \beta' \sin \theta + \alpha' \cos \theta, \]
respectively. Write

\[ (2.7) \quad (\alpha(t), \beta(t)) = (t)(\cos \theta(t), \sin \theta(t)) + (\xi(t)(\sin \theta(t), -\cos \theta(t)) \]
where \( \delta(t) = \alpha(t)\cos \theta(t) + \beta(t)\sin \theta(t) \) and \( \xi(t) = \alpha(t)\sin \theta(t) - \beta(t)\cos \theta(t) \). Substituting (2.7) into (2.1), (2.2), and (2.3) gives

\[ (2.1') \quad x = (s + \xi(t))\sin \theta(t) + \delta(t)\cos \theta(t) \]
\[ (2.2') \quad y = -(s + \xi(t))\cos \theta(t) + \delta(t)\sin \theta(t) \]
\[ (2.3') \quad z = s\delta(t) + \gamma(t). \]

We compute \( \partial_s X = (\sin \theta, -\cos \theta, \delta) \) and \( \partial_t X = (A\cos \theta + B\sin \theta, A\sin \theta - B\cos \theta, s\delta' + \gamma') \) where \( A = (s + \xi)\theta' + \delta' \) and \( B = \xi' - \delta \). Then the \( x, y, z \) components of the cross product \( \partial_s X \times \partial_t X \) read

\[ (2.4') \quad -\cos \theta(s\delta' + \gamma' - \delta B) - A\delta \sin \theta, \]
\[ (2.5') \quad -\sin \theta(s\delta' + \gamma' - \delta B) + A\delta \cos \theta, \]
\[ (2.6') \quad A, \]
respectively. Now we can deduce the condition for a point where \( X \) is not immersed \( (\partial_s X \times \partial_t X = 0) \) as follows:

\[ (2.8a) \quad (s + \xi(t))\beta'(t) + \delta'(t) = 0 \]
\[ (2.8b) \quad s\delta'(t) + \gamma'(t) - \delta(t)(\xi'(t) - \delta(t)\theta'(t)) = 0. \]

So \( X \) is an immersion if and only if for any \( (s, t) \) either (2.8a) or (2.8b) fails to hold. We have proved part (a) of Theorem A.

Q.E.D.

**Proof of part (b) of Theorem A:**

First observe that a singular point is where \( \partial_s X \times \partial_t X \) is parallel to the vector \( (-y, x, 1) \) (the vector dual to the contact form \( dz + xdy - ydx \)) (we may take this property as the generalized definition of a singular point where \( X \) may not even be an immersion). It follows that \( s\delta' + \gamma' - \delta B = -(s + \xi)A \) at a singular point by comparing (2.4'), (2.5'), (2.6') with (2.2'), (2.1'). Substitution of \( A \) and \( B \) gives

\[ (2.9) \quad [(s + \xi)^2 + \delta^2] \theta' + (2s + \xi)\delta' + \gamma' - \delta \xi' = 0. \]

Q.E.D.

Next we will discuss the injectivity of \( X \). Eliminating \( s \) in (2.1), (2.2), and (2.3), we obtain
(2.10) \( (x - \alpha(t))\cos\theta(t) + (y - \beta(t))\sin\theta(t) = 0 \)

(2.11) \( z = \beta(t)x - \alpha(t)y + \gamma(t) \).

For a fixed \( t \), (2.10) is the equation for the \( xy \)-plane projection \( \Gamma_t \) of the characteristic line \( \Gamma_t \) while (2.11) together with (2.10) describes \( \Gamma_t \). Suppose \( \Gamma_{t_1} \cap \Gamma_{t_2} \) consists of exactly one point \((\hat{x}, \hat{y})\) for \( t_1 \neq t_2 \). Write \( \alpha(t_i), \beta(t_i), \gamma(t_i), \theta(t_i) \) as \( \alpha_i, \beta_i, \gamma_i, \theta_i \), respectively for \( i = 1, 2 \). Then from (2.10) we can easily deduce

\[
\hat{x} = \frac{\alpha_1\cos\theta_1 - \alpha_2\cos\theta_2 - (\beta_2 - \beta_1)\sin\theta_1\sin\theta_2}{\sin(\theta_2 - \theta_1)},
\]

\[
\hat{y} = \frac{\beta_2\sin\theta_2\cos\theta_1 - \beta_1\sin\theta_1\cos\theta_2 + (\alpha_2 - \alpha_1)\cos\theta_1\cos\theta_2}{\sin(\theta_2 - \theta_1)}.
\]

Let \( \hat{z}_i = \beta_i\hat{x} - \alpha_i\hat{y} + \gamma_i \) denote the \( z \)-coordinate of the point in \( \hat{\Gamma}_{t_i} \), projected down to \((\hat{x}, \hat{y})\) in the \( xy \)-plane by (2.11) for \( i = 1, 2 \). We can then compute the difference of \( \hat{z}_1 \) and \( \hat{z}_2 \) by the substitution of (2.12) and (2.13):

\[
\hat{z}_2 - \hat{z}_1 = \frac{-(\alpha_2 - \alpha_1)\cos\theta_2 + (\beta_2 - \beta_1)\sin\theta_2}{\sin(\theta_2 - \theta_1)}[(\alpha_2 - \alpha_1)\cos\theta_1 + (\beta_2 - \beta_1)\sin\theta_1] - (\alpha_2\beta_1 - \alpha_1\beta_2) + \gamma_2 - \gamma_1.
\]

Let \( \psi = \theta_2 - \theta_1 \). Denote the points \((\hat{x}, \hat{y}), (\alpha_1, \beta_1), (\alpha_2, \beta_2), (0, 0)\) by \( P, Q_1, Q_2, O \), respectively. Assume that \( P Q_1OQ_2P \) is in the order of the counterclockwise direction as shown in Figure 1.
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Observe that the first term of the right hand side in (2.14) is

\[
-\frac{PQ_1\sin\psi PQ_2\sin\psi}{\sin\psi} = -(PQ_1(PQ_2)\sin\psi)
\]

\[
= -2\text{Area}(\Delta PQ_1Q_2).
\]

It is easy to see that the second term of the right hand side in (2.14) equals twice the negative area of the triangle \( Q_1OQ_2 \). Note that if \( P Q_1OQ_2P \) is in the order of the clockwise direction, then the first and second terms of the right hand side in
(2.14) are twice the positive area of $\Delta PQ_1Q_2$ and $\Delta Q_1OQ_2$, respectively. Without loss of generality, we may take $(\alpha, \beta)$ to be proportional to $(\cos \theta, \sin \theta)$, the normal to $\Gamma_1$, as expressed in (2.7) with $\xi = 0$. Then we can have a simpler expression for $\hat{z}_2 - \hat{z}_1$: (denote $\delta(t_i)$ by $\delta_i$)

$$
(2.15) \quad \hat{z}_2 - \hat{z}_1 = \frac{2\delta_1\delta_2 - (\delta_1^2 + \delta_2^2)\cos(\theta_2 - \theta_1)}{\sin(\theta_2 - \theta_1)} + \gamma_2 - \gamma_1.
$$

Here we have combined the first and second terms of the right hand side in (2.14) using the equality $-(\alpha_2\beta_1 - \alpha_1\beta_2) = \delta_1\delta_2 \sin(\theta_2 - \theta_1)$. The first term of the right hand side in (2.15) being the negative or positive twice area of the quadrilateral $PQ_1OQ_2$ (see Figure 2 below) can be deduced from elementary plane geometry as follows.
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Since $\Delta PRQ_2$ is similar to $\Delta ORQ_1$, we have

$$
\frac{PQ_2}{\delta_1} = \frac{\sin(\theta_2 - \theta_1)}{|\delta_1| \tan \phi} (\phi \text{ denotes the degree of the angle } \angle Q_2PQ_1). \text{ Note that } \delta_1, \delta_2 \text{ may be negative. It follows that } PQ_2 = (|\delta_2| + |\delta_1| (\cos \phi)^{-1} \cot \phi). \text{ Now we compute}
$$

$$
(2.16) \quad 2 \text{Area}(PQ_1OQ_2) = 2(\text{Area}(\Delta PRQ_2) - \text{Area}(\Delta ORQ_1))
$$

$$
= (|\delta_2| + |\delta_1| (\cos \phi)^{-1})^2 \cot \phi - \delta_1^2 \tan \phi
$$

$$
= \frac{2|\delta_1\delta_2| + (\delta_1^2 + \delta_2^2)\cos \phi}{\sin \phi}.
$$

For the situation shown in Figure 2, $PQ_1OQ_2P$ is in the order of the counterclockwise direction while $\delta_1$ is negative, $\delta_2$ is positive, and $\phi = \theta_2 - \theta_1$. So $|\delta_1\delta_2|$ is in fact $-\delta_1\delta_2$.

**Proof of part (c) of Theorem A:**

The map $X$ (given by (2.1), (2.2), and (2.3)) with the above choice of $\alpha$, $\beta$ is injective if and only if $\hat{z}_2 - \hat{z}_1$ given by the formula (2.15) is not 0 in the case that $\Gamma_{t_1} \cap \Gamma_{t_2}$ consists of exactly one point $(\hat{x}, \hat{y})$ for $t_1 \neq t_2$. Suppose $\Gamma_{t_1}$ coincides with $\Gamma_{t_2}$ (in this case $\sin(\theta_2 - \theta_1) = 0$). Then $(\alpha_1, \beta_1) = (\alpha_2, \beta_2)$. Therefore in this situation a necessary and sufficient condition for the injectivity of $X$ is $\gamma_1 \neq \gamma_2$ by
(2.11) (note that \( \hat{\Gamma}_1 \) is parallel to, but not identified with, \( \hat{\Gamma}_2 \) if \( \gamma_1 \neq \gamma_2 \)). We have proved part (c) of Theorem A.

Q.E.D.

**Example 2.1.** We take \( \alpha = 0, \beta(t) = t, \gamma(t) = -t \), and \( \theta(t) = \tan^{-1}t + \frac{\pi}{2} \) for \(-\infty < t < +\infty\) in (2.1), (2.2), and (2.3). We claim that the associated \( X = X(s, t) \) defined over \( \mathbb{R} \times \mathbb{R} \) is a proper embedding. First observe that \( \cos\theta(t) = -\sqrt{1+t^2} \) and \( \sin\theta(t) = \frac{1}{\sqrt{1+t^2}} \). It is then easy to eliminate the parameters \( s, t \) to get the equation in Cartesian coordinates as follows:

\[
(2.17) \quad z(x+1) = y(x-1).
\]

Now to prove that \( X \) is an immersion, we argue that (2.8a) and (2.8b) can not hold simultaneously for some \((s, t)\) (note that \( \delta = -\cos\theta(t) = -t \sqrt{1+t^2} \) and \( \xi = \frac{t^2}{\sqrt{1+t^2}} \)). Since \( \gamma(t) = -t \) is monotonically decreasing and the first two terms of the right hand side in (2.14) are both nonpositive \((-2\text{Area}(PQ_1OQ_2))\), we conclude that \( \hat{z}_2 - \hat{z}_1 \) is always negative for \( t_2 > t_1 \). By part (c) of Theorem A (another situation never occurs), we know that \( X \) is injective. Observe that \( |X(s, t)| \to \infty \) as \( |(s, t)| \to \infty \).

We can then easily show that \( X \) is proper and a homeomorphism between \( \mathbb{R} \times \mathbb{R} \) and the image of \( X \) with the topology induced from \( \mathbb{R}^3 \). Thus \( X \) is a proper embedding.

Also this is an example of helicoid type. Namely, the characteristic lines \( \hat{\Gamma}_i \) are lying in a family of parallel planes as explained below. Observe that \((\sin\theta(t), -\cos\theta(t), \beta(t)\sin\theta(t) + \alpha(t)\cos\theta(t))\) is tangent to \( \hat{\Gamma}_i \). The cross product of two such vectors must be parallel to a constant vector for all \( t_1 \neq t_2 \) if \( \hat{\Gamma}_i \) are lying in a family of parallel planes. Computing the cross product of such vectors for \( t_1 = 0 \) and \( t_2 \neq 0 \), we obtain the vector \((0, -t_2\sin\theta(t_2), -\cos\theta(t_2))\). This is parallel to a constant vector \((0, -1, 1)\) for any \( t_2 \). In Example 3.1, we will express this helicoid type p-minimal surface in the form of (1.2).

We now give a direct application of (2.15) and (2.16). Denote \( \hat{\Gamma}_i \) by \( \Gamma_i \) for \( 1 \leq i \leq 3 \). Suppose \( \Gamma_1 \cap \Gamma_2 = \{P\}, \Gamma_2 \cap \Gamma_3 = \{Q\}, \) and \( \Gamma_3 \cap \Gamma_1 = \{R\} \) (see Figure 3).
Proposition 2.2. Suppose we have the situation as described above. Then the sum of the height differences at the intersection points is twice the area of the triangle region surrounded by $\Gamma_1$, $\Gamma_2$, and $\Gamma_3$. That is to say,

\[(z_1 - z_2)(P) + (z_2 - z_3)(Q) + (z_3 - z_1)(R) = 2\text{Area}\Delta PRQ.\]

Proof of Proposition 2.2:
Without loss of generality, we consider the situation as shown in Figure 3. By (2.15) and (2.16) we obtain that $(z_2 - z_1)(P) = -2\text{Area}(PTOS) + \gamma_2 - \gamma_1$ since $PTOS$ is in the order of the counterclockwise direction (otherwise we would have the positive sign in front of $2\text{Area}(PTOS)$). Similarly we have $(z_3 - z_2)(Q) = +2\text{Area}(QUOS) + \gamma_3 - \gamma_2$ and $(z_1 - z_3)(R) = +2\text{Area}(RTOU) + \gamma_1 - \gamma_3$. Summing up these three identities gives (2.18).

We can also prove (2.18) by integrating the contact form (restricted to a local graph) along the boundary of $\Delta PRQ$. Recall that the contact form $\Theta = dz + xdy - ydx$ ([CHMY]) vanishes along a characteristic curve. It follows that

\[
0 = z_1(R) - z_1(P) + z_3(Q) - z_3(R) + z_2(P) - z_2(Q) + \oint_{\partial \Delta PRQ} (xdy - ydx) = (z_2 - z_1)(P) + (z_3 - z_2)(Q) + (z_1 - z_3)(R) + 2\text{Area}\Delta PRQ
\]

where we have used Green’s or Stokes’ theorem. We are done.

Q.E.D.

3. Helicoid type p-minimal surfaces: Proofs of Theorem B and Theorem C

We first prove Theorem B. There are two cases:

Case 1. $P_1$’s are not perpendicular to the $xy$-plane.

We observe that the Legendrian line $\Gamma_t$ always contains a point $p(t)$ such that $P_t$ is the contact plane past $p(t)$. So if we write $p(t) = (x_0(t), y_0(t), z_0(t))$, the vector $(-y_0(t), x_0(t), )$ is normal to $P_t$. Since $P_t$’s are parallel to each other, we conclude that $(x_0(t), y_0(t))$ is a constant vector $(x_0, y_0)$ for all $t$. Without loss of generality, we may assume that $z_0(t) = t$ and hence $P_t$ is defined by $z = y_0x - x_0y + t$. Therefore we can describe $\Sigma$ in parameters $s$ and $t$ as follows (see (2.1), (2.2), (2.3) in Section 2 or (4.9) in [CHMY]):

\[
\begin{align*}
(3.1) & \quad x = s(\sin\theta(t)) + x_0 \\
(3.2) & \quad y = -s(\cos\theta(t)) + y_0 \\
(3.3) & \quad z = s[y_0\sin\theta(t) + x_0\cos\theta(t)] + t
\end{align*}
\]

where $\theta \in C^2(R)$. From (3.1) and (3.2) we obtain

\[
(3.4) \quad (x - x_0)\cos\theta(t) + (y - y_0)\sin\theta(t) = 0.
\]

Substituting $s(\sin\theta(t)) = x - x_0$ and $s(\cos\theta(t)) = -(y - y_0)$ into (3.3) gives
We have shown that \( \Sigma \) is of the form (1.2) by (3.4) and (3.5).

Case 2. \( P_1 \)'s are perpendicular to the \( xy \)-plane.

We may assume \( P_1 \)'s are defined by \(-bx + ay = t \) with \( a^2 + b^2 = 1 \) without loss of generality. So we can describe \( \Sigma \) in parameters \( s \) and \( t \) as follows:

\[
\begin{align*}
(3.6) \quad & x = as - bt \\
(3.7) \quad & y = bs + at \\
(3.8) \quad & z = f(t)s + g(t).
\end{align*}
\]

\( \hat{\Gamma}_t \) being Legendrian (i.e., \( dz + xdy - ydx = 0 \) along \( \hat{\Gamma}_t \)) implies that \( f(t) = t \). Expressing \( s, t \) in \( x, y \) by (3.6), (3.7) and then substituting the result into (3.8), we obtain (1.1). We have finished the proof of Theorem B.

Next we will give a proof of Theorem C. Let \( F(x, y, z) = (x - x_0)\cos \theta(t) + (y - y_0)\sin \theta(t) \) be a defining function with \( t \) given by (3.5) for \( \Sigma \). Compute the gradient \( \nabla F \) of \( F \). With the substitution of \( x - x_0 = s(\sin \theta(t)) \) and \( y - y_0 = -s(\cos \theta(t)) \), we obtain

\[
\nabla F = (sy_0\theta'(t) + \cos \theta(t), -sx_0\theta'(t) + \sin \theta(t), -s\theta'(t)).
\]

It is easy to see that \( \nabla F \) never vanishes. Moreover, a point \((x, y, z) \in \Sigma \) is a singular point if and only if \( \nabla F \equiv (\hat{e}_1 F) \hat{e}_1 + (\hat{e}_2 F) \hat{e}_2 = 0 \) where \( \hat{e}_1 = \frac{\partial}{\partial x} + y \frac{\partial}{\partial z}, \hat{e}_2 = \frac{\partial}{\partial y} - x \frac{\partial}{\partial z} \).

So the condition for \((x, y, z) \) to be a singular point becomes the following one by (3.9) through a straightforward computation:

\[
(3.10) \quad \cos \theta(t)(1 + s^2\theta'(t)) = 0, \sin \theta(t)(1 + s^2\theta'(t)) = 0.
\]

Therefore if \( \theta'(t) \geq 0 \), then \( 1 + s^2\theta'(t) \geq 1 \). It follows from (3.10) that \( \cos \theta(t) = \sin \theta(t) = 0 \), a contradiction. Hence \( \Sigma \) has no singular point. Conversely, if \( \theta'(t) < 0 \) for some \( t \), we can take \( s^2 = -\frac{1}{\theta'(t)} \) such that \( 1 + s^2\theta'(t) = 0 \). So (3.10) holds, and hence \( \Sigma \) has a singular point. We have proved Theorem C.

**Example 3.1.** In Example 2.1, we learned that the surface \( z(x + 1) = y(x - 1) \) (see (2.17)) is a \( C^2 \) smooth, helicoid type p-minimal surface. So by Theorem B, we should be able to express it in the form of (1.2). Since \((0, -1, 1)\) is normal to the associated parallel planes (see Example 2.1), we know that \((x_0, y_0) = (-1, 0)\) from the proof of Theorem B case 1. Now from (1.2) we find that the associated \( \theta(t) \) must satisfy \( \tan \theta(t) = -\frac{x+1}{y} \). On the other hand, \( t = z - y = -\frac{-2y}{x+1} \) by (2.17). It follows that \( \tan \theta(t) = \frac{2}{t}, \) hence \( \theta(t) = \cot^{-1}(\frac{2}{t}). \)

4. **Properness and non-helicoid type p-minimal surfaces**

Let \( X : \Omega \to H_1 \) be a \( C^2 \) smooth immersion of the p-minimal surface \( \Sigma = X(\Omega) \) in \( H_1 \). Here the domain \( \Omega \) denotes either \( \mathbb{R}^2 = \mathbb{R}^1 \times \mathbb{R}^1 \) (band type) or \( \mathbb{R}^1 \times S^1 \) (annulus type) and the first parameter describes the rulings of \( \Sigma \). We say that \( \Sigma \) is proper if \( X \) is proper, i.e., \( X^{-1}(K \cap \Sigma) \) is compact for any compact subset \( K \) of
Proposition 4.1. (1) Suppose that an annulus type (i.e., \( \Omega = R^3 \times S^1 \)) immersed p-minimal surface \( \Sigma \) is complete. Then \( \Sigma \) is proper.

(2) Suppose that a band type (i.e., \( \Omega = R^1 \times R^1 \)) immersed p-minimal surface \( \Sigma \) is complete. Then \( \Sigma \) is proper if and only if \( \lim_{t \to \pm \infty} r_t = +\infty \).

Proof: First observe that \( \Sigma \) is proper if and only if \( X^{-1}(B(p, \rho) \cap \Sigma) \) is compact (hence \( B(p, \rho) \cap \Sigma \) is also compact) for any closed ball \( B(p, \rho) \) of center \( p \) and radius \( \rho \) in \( R^3 \). The completeness of \( \Sigma \) implies that \( \tilde{\Gamma}_t \subset \Sigma \) must be the whole straight line.

For the proof of (2), if \( \Sigma \) is proper, then the compactness of \( X^{-1}(B(O, \rho) \cap \Sigma) \) in \( R^2 \) implies its boundedness for any large \( \rho \). It follows that \( \tilde{\Gamma}_t \) lies outside the closed ball \( B(O, \rho) \) for \( |t| \) large enough. This is just what \( \lim_{t \to \pm \infty} r_t = +\infty \) means. Conversely, the condition \( \lim_{t \to \pm \infty} r_t = +\infty \) implies that for any \( p, \rho > 0 \), there exist \( t_1, t_2 \in R, t_1 < t_2 \), such that

\[
(4.1) \quad \tilde{B}(p, \rho) \cap \Sigma \subset \bigcup_{t \in [t_1, t_2]} \tilde{\Gamma}_t.
\]

Since \( \tilde{B}(p, \rho) \cap \tilde{\Gamma}_t \) is a compact subset of \( \tilde{\Gamma}_t \), it is not hard to show that \( X^{-1}(\tilde{B}(p, \rho) \cap \Sigma) \subset [s_1, s_2] \times [t_1, t_2] \). On the other hand, we can easily see that \( B(p, \rho) \cap \Sigma \) is a closed subset of \( H_1 \) due to the completeness of \( \Sigma \). So \( X^{-1}(B(p, \rho) \cap \Sigma) \) is a closed subset of \( R^2 \). We have shown that \( X^{-1}(B(p, \rho) \cap \Sigma) \) is bounded and closed in \( R^2 \), hence compact.

For the proof of (1), we note that (4.1) holds true with \( [t_1, t_2] \) replaced by \( S^1 \) without any condition (the right hand side is the whole surface \( \Sigma \)). A similar argument as in the above proof of (2) shows that \( X^{-1}(B(p, \rho) \cap \Sigma) \) is bounded in \( R^2 \supset R^1 \times S^1 \) and closed in \( R^1 \times S^1 \), hence closed in \( R^2 \).

Q.E.D.

In the remaining section, we will discuss the situation of a p-minimal surface being not of helicoid type. The first possibility is that the union of the parallel planes containing characteristic lines is no longer the whole space. This can occur as shown in the following example.

Example 4.1. We consider the surface \( \Sigma \) defined by \( (z - xy)^2 = y \) in \( R^3 \). This surface can be viewed as an example of (1.1) with \( a = 1, b = 0 \), and a two-valued function \( g = \pm \sqrt{y} \). We can easily verify that \( \Sigma \) is a \( C^2 \) smooth, properly embedded p-minimal surface with the characteristic lines \( \{ y = t^2, z = t^2 x + t, -\infty < t < +\infty \} \) lying in the parallel planes \( P_t = \{ y = t^2 \} \). Note that \( P_t = P_{-t} \) and \( \bigcup_{t \in R} P_t = \{ y \ge 0 \} \neq R^3 \) or \( H_1 \). Since the characteristic lines are still lying in the parallel planes, such a surface is called of helicoid type in the weak sense.

Example 4.2. Take \( (\alpha(t), \beta(t)) = (\cos \theta(t), \sin \theta(t)) \) where \( \max \theta(t) - \min \theta(t) < \pi \) in (2.7) (i.e. \( \delta = 1, \xi = 0 \)) and \( \gamma(t) \) such that \( \lim_{t \to \pm \infty} |\gamma(t)| = +\infty \), \( \gamma'(t) \) has the same sign as \( \theta'(t) \), and \( \theta'(t) \) never vanishes (for instance, \( \theta(t) = \tan^{-1} t \) and...
\[ \gamma(t) = t \]. Namely, we consider the \( C^2 \) smooth map \( X : R^1 \times R^1 \to H_1 \) defined by \( X(s,t) = (x(s,t), y(s,t), z(s,t)) \) where \( x, y, z \) are given in (2.1), (2.2), (2.3) with the above data (assuming \( \theta, \gamma \in C^2 \)). Observe that \( z = s + \gamma(t) \). It follows that
\[
x^2 + y^2 + z^2 = 1 + s^2 + (s + \gamma(t))^2.
\]
Therefore \( r_t = 1 + \frac{1}{2} \gamma^2(t) \) by elementary calculus, and hence \( \lim_{t \to \pm \infty} r_t = +\infty \) by our assumption on \( \gamma \). Now we can show that \( X \) is proper by a similar argument as in the proof of Proposition 4.1 (noting that we only need that \( \tilde{\Gamma}_t \subset \Sigma = X(R^1 \times R^1) \) is a whole straight line instead of \( \Sigma \) being complete). We can examine the conditions in Theorem A (a) and (c) respectively to conclude that \( X \) is immersed and injective. A proper injective immersion must be an embedding.

Next we claim that the characteristic lines \( \tilde{\Gamma}'_t \) are not lying in the parallel planes \( P'_t \). If they are, we follow the argument as in the proof of Theorem B to reach a contradiction. First Case 2 is ruled out apparently. In Case 1, \( \tilde{\Gamma}_t \) must contain a point having constant \( x, y \) components for any \( t \). This is clearly impossible since \( \tilde{\Gamma}'_t \) are not having a common intersection point. We have constructed a family of \( C^2 \) smooth, band type, properly embedded \( p \)-minimal surfaces in \( H_1 \), which are not of helicoid type even in the weak sense (i.e., the characteristic lines are not lying in the parallel planes).

The condition (2.9) for a singular point reduces to \( (s^2 + 1)\theta' + \gamma' = 0 \). Since \( \theta' \) and \( \gamma' \) have the same sign by assumption, the surfaces under consideration are all having no singular points.

Example 4.1 shows that a properly embedded \( p \)-minimal surface can exist in the "right" halfspace. However, this can not occur for the upper halfspace (see Theorem D).

**Proof of Theorem D:**

The completeness implies that \( \Sigma = \bigcup \tilde{\Gamma}_t \) where each \( \tilde{\Gamma}_t \) is a whole characteristic line sitting in \( P_+ \) (or \( P_- \)), hence parallel to the contact plane \( P \). Let \( P_t \) denote the contact plane parallel to \( P \), containing \( \tilde{\Gamma}_t \). Note that \( P_t \)'s are not perpendicular to the \( xy \)-plane since \( \partial / \partial z \) is not annihilated by the contact form \( dz + xdy - ydx \). So a similar argument in the proof of Theorem B, Case 1 shows that \( \tilde{\Gamma}_t \) must pass through \( (x_0, y_0, \gamma(t)) \). Let \( z_0 \) denote the minimum (or the maximum if in \( P_- \)) of \( \gamma(t) \) over \( t \). Our assumptions on \( \Sigma \) force that \( \gamma(t) = z_0 \) for all \( t \), and \( \Sigma \) is the contact plane past \( (x_0, y_0, z_0) \), parallel to \( P \).

Q.E.D.
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